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ORIGINAL STUDY

Lost in Ambiguity: Al and the Limits of
Processing Turkish Morphology

Engin Evrim Onem

Erciyes University, School of Foreign Languages, Kayseri, Turkiye

ABSTRACT

Despite rapid progress in natural language processing, artificial intelligence (AI) systems con-
tinue to struggle with languages characterized by high morphological complexity, such as Turkish.
A central difficulty lies in their limited ability to resolve ambiguity, which is deeply embedded
in Turkish through features like flexible word order, extensive case marking, and agglutinative
structures. Current Al models, primarily shaped by exposure to massive corpora of performance
data, excel at detecting surface-level statistical regularities but fall short of grasping the grammat-
ical principles and semantic nuances that underpin genuine linguistic competence. This reliance
on performance over competence makes disambiguation especially problematic, as the systems
lack the deep structural awareness required to interpret sentences where multiple readings
are possible. To explore these weaknesses, the study tested five prominent AI models, Gemini,
Claude, ChatGPT, Deepseek, and Grok, using ten carefully selected ambiguous Turkish sentences.
Without being alerted to the ambiguity, the systems frequently generated interpretations that
were semantically inappropriate, inconsistent, or distorted by hallucinated content. The findings
illustrate how data-driven training alone cannot equip Al with the pragmatic reasoning and world
knowledge necessary for accurate interpretation. The paper argues for a shift toward models that
integrate richer linguistic theory, enabling AI to move beyond statistical mimicry toward a more
human-like capacity for language understanding. Such an approach is vital for developing tools
that can handle morphologically rich and ambiguity-prone languages with greater fidelity.

Keywords: Artificial intelligence (AI), Large language models (LLMs), Disambiguation, Turkish,
Linguistic competence, Linguistic performance, Limitations of Al

Introduction

Artificial intelligence (AI) is a field of computer science that aims to create computer
systems that can perform tasks that typically require human intelligence. These tasks
include speech recognition, natural language processing (NLP), text generation and
translation, video, sound, and image generation, as well as decision-making and planning.
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Al systems imitate human behavior and decision-making processes by processing large
datasets and identifying patterns to make decisions or take actions. While modern AI
has made considerable strides in interpreting and generating human language, these
advancements bring forth significant implications for linguistics and communication,
particularly concerning their ability to handle the intricate nuances of human language.

The confluence of Al and linguistics has been particularly fertile, with each field
informing and enriching the other. As linguistic models become increasingly sophisticated,
they analyze linguistic data and reveal something about the structure and evolution of
human language. Interestingly, although AI has been widely used in linguistic studies,
linguists still lack a consensus on the role of Al in linguistic research. For example,
Alaglobi et al. (2024) analyze 73 articles from a linguistic research perspective and report
that AI models, such as ChatGPT, are considered promising for linguistic tasks. However,
responsible implementation is crucial for ensuring ethical and quality assurance. Apart
from the ethical issues surrounding Al, the distinction between human intelligence and
artificial intelligence in terms of linguistic competence and performance is also considered
a barrier (Dupre, 2021; McShane & Nirenburg, 2021).

Apart from this barrier, the current artificial intelligence can be referred to as “weak AL”
which is designed to simulate human intellectual processes, while “strong AI” is designed
to develop genuine cognition, a form of intelligence that indeed has and knows the
mental states (Flowers, 2019; Hockly, 2023). Consequently, whereas current Al inherently
possesses some limitations, the eventual deployment of strong Al, as acknowledged
by Dupre (2021), could enable AI systems to perform linguistic functions on par with
the human species, along with clear insight into operationalization that could create
new research paradigms in defining human cognitive processes. Indeed, Sindhu et al.
(2024) present potential future trends in AI technologies, including enhanced context
handling capabilities, methods for bias mitigation, and increased computational efficiency
through emerging trends such as federated learning. Therefore, numerous unanticipated
Al improvements are looming on the horizon.

In the study of language processing, ambiguity is a crucial concept, and it is defined
as a property of a word, phrase, or sentence that is open to multiple interpretations. The
immediate challenge for both human and artificial language processors is disambigua-
tion, the cognitive or computational process of resolving this uncertainty by selecting
the single, contextually appropriate meaning. Evaluating an AI model’s effectiveness in
disambiguating complex Turkish sentences allows us to assess its linguistic competence,
which is the theoretical, underlying knowledge of grammatical rules and structures, against
its linguistic performance, which is the actual use of language in concrete situations. This
paper aims to demonstrate how Artificial Intelligence (AI) is challenged by modern linguis-
tic research, particularly when confronting the inherent ambiguities of morphologically
rich languages like Turkish, and why it is essential to consider its linguistic limitations,
especially in relation to the distinction between linguistic performance and competence.
The outline of the paper is as follows: after clarifying often-confused Al concepts, the inher-
ent linguistic challenges that hinder AI’s full potential in disambiguation, particularly in
Turkish, are explored. The methodology involves presenting ambiguous Turkish sentences
to LLMs without informing them of their ambiguous nature, analyzing how these systems
interpret complex linguistic structures through implicit processing. Through examples
from this analysis, the paper examines the underlying reasons for disambiguation failures,
exploring how the agglutinative morphology, flexible word order, and rich semantic struc-
tures of Turkish pose challenges for current Al capabilities. The analysis reveals systematic
patterns in how LLMs handle, or mishandle, ambiguous input across different linguistic
contexts. Finally, the conclusion synthesizes these findings to highlight the broader impli-
cations of Al language processing in morphologically complex languages, such as Turkish.
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Defining Al: From technical distinctions to contemporary usage

While the technical distinctions between AI, ML, generative Al, and LLMs are essential
to understand, in contemporary discourse and practical applications, the term “artificial
intelligence” has become predominantly associated with Large Language Models. When
people refer to “Al” in everyday contexts, whether discussing ChatGPT, Claude, or similar
systems, they are typically referring to LLMs specifically. This linguistic shift reflects the
prominent role that language models have assumed in the public perception of artificial
intelligence. Therefore, throughout this paper, “AI” will be used as an umbrella term
that primarily encompasses LLMs, acknowledging that while Al is technically a broader
concept encompassing various machine learning approaches, current usage patterns have
made it synonymous with these language-focused generative systems. This terminological
choice aligns with how the field is commonly understood and discussed in both academic
and popular contexts, where LLMs have become the most visible and widely deployed
manifestation of artificial intelligence technology.

Artificial intelligence (AI) refers to computer systems designed to perform tasks that
typically require human intelligence, including learning from experience, recognizing
patterns, understanding language, solving problems, making decisions, and adapting to
new situations (Prodan et al., 2024). These systems perform such tasks via machine
learning: deep learning, computer vision, and reinforcement learning. Machine learning
(ML) is a subset of Al where systems learn and improve from experience without explicit
programming via algorithms to train Al models on vast datasets to identify patterns
and make predictions. In other words, data exposure improves systems using neural
networks with multiple layers. Machine learning employs commercial-grade algorithms
that enable AI models to extract functional patterns from large datasets. Such algorithms
are learning mechanisms that enable the system to enhance its performance over time
on specific tasks through repetitive exposure to examples. For instance, while training an
image recognition system, the model is exposed to thousands of labeled images, learning
to extract visual features that characterize various objects over time. Neural networks,
particularly deep networks with numerous layers, are the architectural backbone of most
modern ML systems. The “deep” in deep learning is the chain of hidden layers that enables
the system to build increasingly abstract data representations. Each later layer relies on the
earlier one, and the network can pick up hierarchical patterns - from low-level edges and
shapes to more abstract objects and concepts. The learning process is adapting the weights
connecting neurons according to feedback received about prediction performance. The
optimization process, typically guided by methods such as gradient descent, progressively
reduces the discrepancy between predicted and actual outcomes. The most potent aspect
of machine learning is its ability to generalize from trained data to unseen situations.
Trained adequately, an ML system can provide logical predictions on new data, enabling
applications in computer vision and natural language processing. In addition, the more
diverse and extensive datasets systems are exposed to, the higher predictive accuracy they
are likely to exhibit, leading to improved performance in various fields of application.
Consequently, while ML is a method for training those machines, Al is the broader concept
of intelligent machines.

In terms of output, a distinction is made between discriminative and generative types of
Al Through learning the existing patterns, generative Al models can synthesize new data
that mimics the source material (Hagos et al.,, 2024). In other words, generative Al is a
highly sophisticated type of machine learning that extends beyond recognizing patterns to
generating patterns. These models learn to identify patterns in data and generate entirely
new material that maintains the statistical and structural characteristics of the training
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data. On the other hand, discriminative Al is the opposite of generative Al in machine
learning since discriminative Al analyzes and/or acts upon existing data, focusing on
boundary determination and classification rather than creation (Corchado et al., 2023).
These systems are adept at analyzing existing data to predict, classify, or determine
something based on patterns within the data. It can be said that discriminative Al learns
boundaries between data categories for classification tasks. At the same time, generative Al
creates new data similar to its training data, which results in generating images or videos
(e.g. DALL-E), computer codes (e.g. Anthropic Claude), music (e.g. beatoven.ai), or texts
(e.g. ChatGPT).

Large Language Models (LLMSs) are a specific type of generative Al built upon foundation
models and focused on natural language processing. In other words, LLMs are a particular
application within generative Al, explicitly focusing on language-based tasks (Corchado
et al., 2023). Initially, Large Language Models (LLMs) are based on Language Models
(LMs) that aim to predict the next word or character in a given sequence of text, thereby
developing algorithms and models that can understand and generate coherent human
language (Hadi et al., 2023). However, as noted by Hadi et al. (2023), the breakthrough for
LLMs occurred in 2017 with the advent of a new architecture that facilitated parallelization
and improved the handling of long-distance relationships within text, as well as the effect
of context. Thereafter, the architectural design continued to evolve, but one underlying
element of LLMs, such as the GPT and BERT families, remained the same: their training
process. It consists of initial pre-training on general text data and subsequent fine-tuning
for targeted tasks (Sindhu et al., 2024). LLMs learn linguistic structures by being trained on
massive data, enabling them to produce fluent, contextually relevant text and understand
the relationship between words. Later, the models are fine-tuned, whereby they are trained
on specialized data to enable them to perform exceptionally well in conversation and text
generation. As a result, LLMs have demonstrated exceptional performance in a wide range
of tasks across various fields. For example, Sindhu et al. (2024) believe that generative
Al models can be applied in various fields, including medicine, education, science, mathe-
matics, finance, and robotics. Similarly, Hagos et al. (2024) also enumerate the prospective
applications of generative Al in drug and material discovery, fraud detection, and content
personalization. In terms of the language-specific applications of generative Al, in addition
to text generation, translation, summarization, question-answering, and sentiment analysis
(McShane & Nirenburg, 2021), language understanding, speech recognition, and chatbots
(Hagos et al., 2024) are the most prevalent Al applications in language.

Methodology

To evaluate how Large Language Models (LLMs) perform in Turkish sentence
disambiguation, a corpus of ambiguous sentences to represent the primary types of
ambiguity found in Turkish, such as Lexical Ambiguity, Morphological Ambiguity, and
various forms of Structural/Syntactic Ambiguity (including its sub-types like scope and
relative clause attachment), was created. Then, the sentences were reviewed and confirmed
by a linguist in terms of the varieties of ambiguity they reflect, as well as in their ability to
isolate and exemplify distinct forms of linguistic ambiguity, making them reliable test cases
for evaluating an Al model’s ability to recognize and process these challenges in Turkish.
The list of sentences and the type of ambiguity they reflect is given in Table 1 below.

The rationale for the sentence selection was to ensure comprehensive coverage of the
major ambiguity types in Turkish while strategically maximizing the testing potential of
Structural Ambiguity. First, for the lexical ambiguity, three sentences were chosen which
primarily probe the AI's semantic knowledge and reliance on external context to select
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the correct homonymous meaning (e.g., superhero vs. weight unit; *wash’ vs. ’demolish’)
to test the AI's ability to integrate real-world knowledge with word-level interpretation.
Regarding the morphological ambiguity, two sentences were created to test the AI’s ability
to process Turkish’s complex agglutinative suffixes. Resolving these requires distinguishing
between identical morphemes that signal different grammatical roles, which is a challenge
specific to processing high-agglutinative languages. Finally, since structural ambiguity is
inherently complex, as it involves multiple possible syntactic tree structures derived from
the same sequence of words, making it a powerful tool for diagnosing whether an Al
operates based on human-like constraint-based processing (which prioritizes context) or
purely on simplistic structural heuristics (like Late Closure or Recency), five sentences were
created for structural ambiguity. Those sentences included Relative Clause Attachment,
Quantifier Scope, and Comparison/Negation Scope, which are where the parsing strategy
of the human brain most explicitly contrasts with purely structural computational models.
Testing different variations of scope and attachment provides the richest dataset for
comparing the AT’s “default parse” against the established human baseline preference (e.g.,
the NP1 preference in neutral RC contexts).

In the end, the corpus included ten sentences that are not merely illustrations but
rather diagnostic probes designed to systematically measure how AI handles phenomena
known to challenge human language processing in Turkish, by limiting the corpus to ten
sentences, a highly consistent and controlled battery of tests allowed for the deliberate
inclusion of examples representing the three major, theory-driven ambiguity types

Table 1. Sentences and type of ambiguity.

Ambiguity Type Sentences

Lexical insan-lar Tiirkiye-de Batman-1 sev-er-ler]
person-PL Turkey-LOC Batman-ACC like-AOR-3PL
onlar bura-y1 y1 k-ar-lar
they here-ACC demolish-AOR-3PL
suclu-lar-1 n yiiz-ii as1 1-d1
criminal-PL-GEN face-3SG.POSS sullen-PST.3SG
gel-di-gin-i duy-ma-di1 m
come-PST-NMLZ.3SG.POSS-ACC hear-NEG-PST.1SG
yashi adam-1 dov-dii
old man-ACC beat-PST.3SG
adam ol baban gibi esek ol-ma
man be father-POSS.2SG like donkey be-NEG
Structural Ali benim gibi ¢aligkan degil
Ali 1SG-GEN like hardworking NEG.COP
ihtiyar hasta es-i-nin yan-1 -ndan
elderly sick spouse-3SG.POSS-GEN
side-3SG.POSS-ABL
ayri l-ma-di
leave-NEG-PST.3SG
adam once kar1 -s1 -n1 sonra ki z-1 -n1
man first wife-3SG.POSS-ACC then
daughter-3SG.POSS-ACC
gor-dii
see-PST.3SG
herkes-in ¢ocug-u-nun basari -s1 -n1
everyone-GEN child-3SG.POSS-GEN
success-3SG.POSS-ACC
gor-me-si-ni iste-r-im
see-NMLZ-3SG.POSS-ACC want-AOR-1SG

Morphological
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relevant to Turkish psycholinguistics. Specifically, this number was deemed sufficient to
allocate sentences to test distinct structural subtypes, such as Relative Clause Attachment
and Quantifier/Comparison Scope, which are crucial for probing both human and AI
parsing strategies. By systematically including examples that require the integration of
lexical, morphological, and structural information, the study effectively measures the Al’s
competence against human processing strategies, particularly its crucial ability to use
context to resolve complex structural indeterminacies.

It’s essential to understand that while many of the ambiguous Turkish sentences in this
study exhibit overlapping types of ambiguity (e.g., a sentence may contain both a lexical
ambiguity and a structural one), the author has chosen to group and treat them based
on the primary linguistic mechanism being investigated or the most salient ambiguity
type used for testing the AI models. For instance, sentences like “yasli adami doévdi”
are fundamentally ambiguous due to both Morphological (subject pro-drop/agreement)
and Structural (referential) factors. However, the author chose to primarily group the
comparative sentence “adam ol baban gibi esek olma” under Structural Ambiguity
because the core research question being explored is the AI’s ability to handle Scope
Ambiguity (the unclear domain of the comparison “baban gibi”, rather than the word-level
idiomatic ambiguity that is also present. Similarly, although “suclularin yiizii asildi” has
a lexical ambiguity in “yiiz”, it’s also morphologically complex. By prioritizing the most
theoretically interesting or experimentally challenging ambiguities, such as the various
forms of Structural Ambiguity that directly test parsing models, the author ensures a
clear and diagnostic framework for comparing Al performance against established human
psycholinguistic findings. The grouping reflects the experimental focus, not an absolute
or exhaustive linguistic classification.

To evaluate how LLMs perform in Turkish sentence disambiguation, ten ambiguous
sentences were presented to Al systems across five different models randomly (Gemini,
Claude, ChatGPT, Deepseek, and Grok - two instances each). The language models were
prompted to interpret ambiguous sentences in Turkish without being notified of their
ambiguous nature (implicit processing). A prompt preceded each sentence, “Explain the
meaning of this sentence: [sentence]”, and the responses generated by different LLMs
were analyzed to understand how these systems handle complex linguistic structures when
unaware of potential ambiguities.

Al responses to Turkish ambiguous sentences

The following section presents responses generated by Al systems when processing
Turkish ambiguous sentences directly. The analysis reveals systematic patterns in how
these systems interpret, or misinterpret, complex linguistic structures.

Sentence 1: “yasl adami dovdii”
Response generated by Gemini:. “The Turkish sentence ’yasli adami dovdii’ translates to
"He/She/It beat the old man’ or 'The old man was beaten (by him/her/it).’

Here’s a breakdown of the words:

« yash : old (adjective)

+ adami : the man (noun in the definite accusative case, meaning 'the man’ is the direct
object of the action)

« dovdii: beat/hit (past tense verb, third person singular - ’he/she/it beat’)

The sentence implies that someone (a third person singular subject, which is often
omitted in Turkish if clear from context) acted beating an old man.”
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Sentence 2: “adam ol baban gibi esek olma”
Response generated by Gemini:. “The Turkish sentence ’adam ol baban gibi esek olma’ is
a rather harsh and culturally specific admonishment that translates literally to: ‘Be a man
like your father; don’t be a donkey.’

However, to understand its true meaning, we need to look beyond the literal translation:

» ’Adam ol’ (Be a man): This isn’t just about gender. In Turkish culture, ’adam olmak’
implies being responsible, honorable, mature, strong, and respectable.

« ’Baban gibi’ (Like your father): This part suggests that the father is being held up as an
example of these desired qualities.

* ’Esek olma’ (Don’t be a donkey): In this context, ’esek’ (donkey) is used as a strong
insult, implying someone is stupid, foolish, stubborn, or obstinate.

The sentence is a severe scolding, typically directed at someone who is acting foolishly
or irresponsibly. The speaker is essentially saying: ’Act responsibly and wisely, like your
father does. Don'’t be foolish or ignorant.”

Sentence 3: “Ali benim gibi ¢aliskan degil”
Response generated by Claude:. “This Turkish sentence means ’Ali is not as hardworking
as me’ or ’Ali is not hardworking like me.’

Breaking it down:

« Ali = Ali (a person’s name)

« benim gibi = like me / as me

« caliskan = hardworking, diligent
+ degil = is not

The sentence structure uses a comparison format where someone is comparing Ali’s work
ethic to their own, stating that Ali doesn’t work as hard as they do. The phrase ’benim gibi’
(like me) is the key comparative element here.”

Sentence 4: “geldigini duymadim”
Response generated by Claude:. “This Turkish sentence means I didn’t hear that you
came’ or 'I didn’t hear that he/she came.’

Breaking it down:

- geldigini = ’that (you/he/she) came’ - this is the accusative form of the verbal noun
’geldigi’ (coming)
» duymadi m = ’I didn’t hear’ - the negative past tense of ’duymak’ (to hear)

The sentence structure follows Turkish grammar where the object clause comes before
the main verb. The ambiguity about whether it refers to ’you’ or ’he/she’ is normal in
Turkish, as the context would usually make this clear in conversation.”

Sentence 5: “herkesin ¢ocugunun bagarisini gormesini isterim”
Response generated by ChatGPT:. “The sentence ’Herkesin ¢ocugunun basarisini
gormesini isterim’ is in Turkish and can be translated as: 'I wish that everyone sees their
child’s success.’

Meaning Breakdown:

« Herkesin: everyone’s
+ cocugunun: their child’s
« basarisini : success (of the child)
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« gormesini: the act of seeing
» isterim: I want / I wish

Interpretation: The speaker is expressing a benevolent wish: that every person will live
to witness and experience the success of their own child. It reflects a positive, empathetic
sentiment often found in well-wishing or blessings.”

Sentence 6: “adam once karisint sonra kizimt gordii”
Response generated by ChatGPT:. “The Turkish sentence ’Adam o6nce karisini sonra
kizin1 gordii’ translates to: "The man first saw his wife, then his daughter.’

Meaning Breakdown:

« Adam: the man

* Once: first

« karisini : his wife

- sonra: then

* kizin1 : his daughter
« gordii: (he) saw

Interpretation: On the surface, the sentence means that a man saw two people in
sequence: first his wife, then his daughter.”

Sentence 7: “ihtiyar hasta esinin yamindan ayrilmadi”
Response generated by Deepseek:. “The sentence ’Ihtiyar hasta esinin yanindan
ayrilmadr’ in Turkish translates to English as: "The elderly man did not leave his sick wife’s
side.’

Breakdown of the sentence:

« Thtiyar - elderly, old (referring to a man in this context)

« hasta esinin - his sick spouse (wife/husband, but ’es’ often implies 'wife’ unless specified
otherwise)

+ yani ndan - from (her/his) side

« ayr1 Imadi - did not leave

So, it describes an elderly man who stayed by his sick wife’s side without leaving. It
conveys care, devotion, and possibly a sense of duty or love.”

Sentence 8: “onlar buray1 yikarlar”

Response generated by Deepseek:. “The sentence ’Onlar buray: yikarlar.” is in Turkish

and translates to 'They destroy this place.” or "They will destroy this place.” in English.
Breakdown:

* Onlar — ’They’ (3rd person plural)
« buray1 — ’this place’ (accusative case, indicating the direct object)
» yikarlar — ’destroy’ (present simple tense, 3rd plural)

Interpretation:

+ Present Habitual Meaning: 'They destroy this place.” (repeated action, e.g., invaders,
vandals)

« Future Meaning (depending on context): "They will destroy this place.” (a prediction or
warning).”
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Sentence 9: “insanlar Tiirkiyede Batman’i severler”
Response generated by Grok:. “The sentence ’Insanlar Tiirkiye’de Batman’i severler’ is in
Turkish and translates to "People in Turkey love Batman’ in English.

Here’s a breakdown of its meaning:

- insanlar: Means ’people.’

« Tiirkiye’de: Means ’in Turkey.’

» Batman’1 : Refers to 'Batman,’ likely the superhero character, as the suffix ’-1’ indicates
the accusative case.

+ Severler: Means 'they love,’ the third-person plural form of the verb ’sevmek’ (to love)

The sentence expresses that Batman, presumably the comic book character or related
media, is popular or well-liked among people in Turkey.”

Sentence 10: “suglularin yiizii asildi”
Response generated by Grok:. “The sentence ’suclularin yiizii asildr’ is in Turkish and
translates to ’the faces of the guilty were hung’ or more idiomatically, 'the guilty looked
dejected’ in English.

Here’s a breakdown of its meaning:

« suclularin: This is the genitive plural form of ’suclu,” meaning ’the guilty’ or ’the
culprits.’

» ylizii: Means ’face’ or ’expression’

+ asildi : The past tense of the verb ’asilmak,” which in this context means to be hung’ or
’to droop.” When used with ’yiiz’ (face), it’s an idiomatic expression meaning someone
looks sad, dejected, or ashamed.

The sentence conveys that the guilty people displayed expressions of sadness, shame, or
disappointment, likely because they were caught, confronted, or punished.”

Where Al fails: Disambiguation challenges in Turkish

In the general sense, apart from more technical problems, including domain adaptation,
computational cost, limited context window, long-term memory, measuring capability, and
quality (see Hagos et al., 2024, for a comprehensive list of concerns), the fundamental dif-
ference between linguistic performance and competence stands out. Linguistic competence
is the internalized, unspoken knowledge the speaker has of language structure and rules -
what they know automatically about how their language works.

In contrast, linguistic performance refers to the actual use and comprehension of
language in everyday life, which can be influenced by various factors such as attention,
memory constraints, distractions, and errors. As Dupre (2021) states, while language
models and GenAl are trained on data based on linguistic performance, theoretical
theories focus on competence-based data. Dupre (2021) continues to explain how
performance reflects competence, which sets “a barrier” for Al, and concludes that the
nature of linguistic competence is beyond the scope of insights provided by AI models.
While all advancements enable Al, particularly LLMs, to generate fluent and seemingly
coherent text, their underlying mechanism relies heavily on identifying statistical patterns
from vast datasets of linguistic performance. This reliance on performance data, rather
than an inherent understanding of linguistic competence, forms the crux of the challenges
Al faces in handling complex linguistic phenomena such as disambiguation, especially in
morphologically rich languages like Turkish.
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Turkish, as an agglutinative language with flexible word order and extensive case
marking, presents unique and significant challenges for Al systems trained primarily on
performance data. The morphological richness often leads to multiple interpretations of
a single word or sentence, where human speakers effortlessly disambiguate based on
context and internalized grammatical knowledge. Most of the challenges Al faces when
disambiguating Turkish sentences are due to the complex morphological and syntactic
properties of Turkish.

Morphological complexity and agglutination

Turkish can pack enormous amounts of grammatical information into single words
through suffixation. For example, in “yash adami dovdii”, the morphology doesn’t
distinguish between subject and object when both are animate and human. Al systems
fail because they cannot determine whether “the old man beat [someone]” or “[someone]
beat the old man” without pragmatic reasoning about plausibility, which is related to the
agglutinative nature of the Turkish language. However, another interesting point stands
out when considering Al in “adam-1” as a possessive suffix and relating it to his man/her
man, making “yaslhi adami1” equivalent to “the old man’s [something/someone].” This
interpretation, while grammatically possible in extended contexts, demonstrates how Al
systems can generate overly complex analyses that native speakers would not typically
consider.

Similarly, a clause like “gel-di-gin-i” contains multiple morphemes (-DI past tense, -GIN-
relativizer, -(y)I accusative case marker), and Al systems often struggle to correctly parse
these layered meanings, especially when multiple interpretations are morphologically
valid. The assumptions the AI system made to disambiguate the clause were partly
correct. However, Turkish does not make a distinction between the third person singular
in terms of animacy. In contrast, the Al system focused on that aspect and missed
the morphological similarity between “his/her/its coming” and “your coming,” which
represents a fundamental misunderstanding of Turkish morphology.

Homophonous suffixes and semantic selectional restrictions

Many Turkish suffixes are homophonous but serve different functions, and “suclularin
ylizii asild1” demonstrates this perfectly as “yiiz” means both “face” and “hundred.” In
contrast “asildi” means “was hanged” or “disappointed” when used with “yiiz.” This
created various possible interpretations, but Al lacked the semantic selectional restrictions
to determine that faces don’t get executed while numbers don’t have physical properties,
and missed the secondary meaning concerning metonymy. Hence, a human effortlessly
disambiguates the subject based on the preceding discourse or the real-world context of the
interaction. Al lacking this deep understanding of implicit referents and world knowledge,
often defaults to a statistically probable translation or provides a generic one, failing to
capture the specific intended meaning.

Cultural and pragmatic knowledge deficits

Pragmatic as well as contextual knowledge is also key for interpreting ambiguous
sentences. As for “adam ol baban gibi esek olma”, it required understanding Turkish
cultural metaphors and pragmatic force. Although the disambiguation provided by the
Al system appears valid, there is no doubt that Al systems often miss cultural mappings,
potentially interpreting ambiguous sentences in a manner that differs significantly from
how a native speaker of that language would do.
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Also, “insanlar Tiirkiyede Batman’1 severler” causes significant Al failure because “Bat-
man” could refer to the Turkish city or the superhero. Without cultural knowledge and
proper noun disambiguation capabilities, Al systems often default to internationally known
referents rather than considering geographical context. However, there was a phonological
clue in that sentence concerning Turkish phonotactics. If “Batman” is pronounced as
/batman/ (the city), due to the phonotactical constraints, the accusative case marker
should be -I, but when it is pronounced as /bztmaen/ (the superhero), the accusative case
marker should be -I. The Al system failed to recognize this crucial phonological distinction.

Data representation and training limitations

However, an Al system relying purely on statistical co-occurrences may struggle
to differentiate without explicit contextual cues that precisely mirror its training and
representation data, which is another reason why AI fails to disambiguate Turkish
sentences. Turkish is relatively underrepresented in training corpora compared to English,
meaning Al models encounter fewer examples of ambiguous constructions and their
resolutions. This is particularly problematic with culturally specific expressions and
regional proper nouns, such as “Batman.” Also, Turkish data may be skewed toward
formal written language, while colloquial spoken Turkish (where much disambiguation
occurs through prosody and gesture) remains underrepresented in training data.

In addition to that, Turkish’s rich morphological system paradoxically creates more
ambiguity points requiring human-like reasoning. The language’s ability to encode
precise grammatical relationships through morphology often results in multiple valid
structural interpretations that can only be resolved through cultural knowledge, pragmatic
inference, and sophisticated discourse processing capabilities that current Al architectures
fundamentally lack.

Syntactic flexibility and scope ambiguities

Syntactic flexibility, scope ambiguities, and morphological parsing complexity are other
reasons why Al failed at disambiguating some sentences. Turkish’s relatively free word
order creates parsing challenges. For instance, “adam Once karisini sonra kizini1 gérdii”
demonstrates temporal scope ambiguity: did he see his wife first, then his daughter, or did
he see his wife’s daughter, then someone else’s? Al struggles with these nested temporal-
possessive relationships because it cannot weigh the relative likelihood of different family
relationship interpretations.

Another reason why Al failed was related to quantifier scope handling in “herkesin
¢ocugunun basarisin1 gormesini isterim”, which showed how multiple possessive
chains created scope ambiguity. That sentence could mean “I want everyone’s child’s
success” (broad scope) or “I want the success of each person’s child” (narrow scope).
These are logically different but morphologically identical, requiring sophisticated
quantifier-possessive interaction processing that Al systems lack.

Related to the morphological parsing complexity of Turkish, adjacency or scope was
seen again in parsing “ihtiyar hasta esinin yanindan ayrilmadi”, which showed how three
consecutive adjectives/nouns create parsing ambiguity. The morphological marking is
insufficient, requiring knowledge of typical caregiving relationships in the world.

Finally, “Ali benim gibi caliskan degil” illustrates comparison structure ambiguity, which
could be interpreted as either “Ali is not as hardworking as I am” (scalar comparison) or
“Ali is not as hardworking as I am” (manner comparison). Al failed to distinguish between
these because it lacked pragmatic reasoning about typical communicative intentions.
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Lexical ambiguity and tense-aspect interactions

Al responded to “onlar burayi yikarlar” by focusing on tense and aspect ambiguities as
“yikarlar” could be present or future tense, such as “they demolish” or “they will demolish
this place.” However, the Al system failed to realize that “yikmak” has multiple meanings,
including both “wash” and “demolish” demonstrating another layer of lexical ambiguity
that compounds the morphological complexity.

The core issue is that Turkish disambiguation requires integrating morphological anal-
ysis, syntactic parsing, pragmatic reasoning, cultural knowledge, and often prosodic
information simultaneously. Current Al systems fail because they cannot perform this
multimodal, context-sensitive processing at the level required for accurate disambiguation
of morphologically rich, culturally embedded language.

Systemic patterns in Al failures

The documented deficiencies in computational language processing systems reflect
broader theoretical debates that permeate contemporary research. Research by Curry
et al. (2024) demonstrates that automated semantic classification often produces overly
broad categorizations that are unsuitable for domain-specific applications. Their findings
reveal significant issues with erroneous conclusions and dataset manipulation, casting
doubt on the fundamental trustworthiness of these technologies. In parallel work, Backus
et al. (2023) highlight how neural language architectures generate fictitious content,
termed “synthetic fabrications,” despite producing syntactically valid constructions. This
phenomenon emerges because these systems extract statistical regularities from lexical
co-occurrence matrices without accessing semantic foundations that have traditionally
distinguished human cognitive processing (Dupre, 2021).

Training data complications and systemic distortions

The foundational datasets underlying machine learning architectures introduce
systematic distortions that compromise the authenticity of the output by failing to
capture global diversity (Hagos et al., 2024). Given that computational models extract
correlational structures from input corpora, any demographic imbalances, gaps, or
selective sampling within these datasets become embedded within the resulting systems.
Consider scenarios where language architectures receive training primarily from materials
authored by narrow population segments; such models demonstrate reduced proficiency
when processing linguistic varieties from underrepresented communities.

These limitations manifest as reinforcement of social prejudices, systematic exclusion
of minority viewpoints, or inadequate recognition of geographical and cultural linguistic
diversity. Additionally, the scale requirements of contemporary machine learning
necessitate largely unmoderated data collection, inevitably incorporating misinformation
and factual inaccuracies that propagate through system outputs (Zyda, 2024).

When learning algorithms process corrupted information, they subsequently reproduce
and magnify these distortions. For instance, architectures exposed to conspiracy-laden or
prejudiced publications may subsequently generate content promoting such problematic
narratives. Moreover, given language’s inherent context-dependency, identical expressions
carry vastly different meanings across speakers and situations. Computational systems
exhibit fundamental limitations in contextual interpretation, frequently leading to
informational misanalysis (Dupre, 2021). Consequently, despite careful development
practices, inaccurate content infiltrates system outputs, creating systematic distortions.
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Conclusion

This investigation explored fundamental constraints affecting artificial intelligence
systems when processing and resolving ambiguous linguistic phenomena, particularly
emphasizing difficulties encountered with Turkish, a language characterized by rich
morphological complexity and syntactic flexibility.

This study directly addresses a critical gap in LLM research by shifting its focus to
morphologically complex languages, such as Turkish, which are often underrepresented
in training data. While previous work has generally noted AI’s struggle with low-resource
languages, the findings provide a diagnostic challenge by demonstrating that current
models consistently fail to resolve ambiguities that rely on deep morphological or scope-
based structural understanding. The errors generated by the AI are not just translation
mistakes; they reveal a fundamental weakness in integrating surface-level statistical
patterns with the grammatical competence necessary for accurate disambiguation in
Turkish, suggesting that AI's reliance on large-scale performance data is insufficient when
parsing high-entropy languages.

Although Al technologies, primarily through transformer-based language models, have
transformed numerous linguistic applications, their dependence on statistical regularities
extracted from observable language use creates inherent barriers to accessing more pro-
found grammatical knowledge. This limitation proves especially pronounced in Turkish,
where morphological fusion, inflectional marking, and variable constituent ordering gener-
ate interpretive challenges that current computational approaches cannot resolve without
human-level contextual reasoning.

Dupre (2021) conceptual framework identifies a fundamental divide between surface-
level pattern detection (characteristic of artificial systems) and underlying grammatical
competence (unique to human cognition). Computational programs may achieve in-
creasingly sophisticated language simulation capabilities without developing the abstract
cognitive structures necessary for genuine linguistic comprehension. McShane & Nirenburg
(2021) similarly examine multiple dimensions of linguistic uncertainty and the constrained
analytical capacity of current Al technologies. The Turkish case studies presented illustrate
how AI’s propensity for generating structurally correct yet semantically problematic or
erroneous outputs, commonly called “synthetic fabrications”, derives from this surface-
oriented methodology.

Contemporary Al represents what scholars classify as “narrow” intelligence, designed
to replicate human mental processes rather than “general” intelligence that would create
authentic cognition capable of genuine understanding and mental state representation
(Flowers, 2019; Hockly, 2023). This reality emphasizes the critical need for human
supervision and analytical oversight. Nevertheless, while current Al faces significant
constraints, the eventual achievement of general artificial intelligence could, as Dupre
(2021) acknowledges, enable Al systems to perform linguistic analysis comparable to that
of humans, allowing researchers to examine their processing mechanisms and potentially
revolutionizing cognitive science research methodologies. Sindhu et al. (2024) identify
emerging Al developments focused on extended contextual processing, bias reduction,
and computational optimization through distributed learning approaches. Therefore,
numerous unforeseen Al capabilities remain on the horizon.

Looking ahead, enabling Al to effectively handle linguistically ambiguous languages like
Turkish and genuinely close the divide between artificial and human language processing
requires a fundamental theoretical restructuring of Al architectures to incorporate
comprehensive linguistic knowledge. This transformation demands progression beyond
simple correlation matching toward authentic language comprehension, necessitating
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mastery of grammatical principles and semantic nuances that transcend statistical
associations.

Developing Al expertise and promoting collaborative efforts between linguistic
researchers and Al engineers will prove crucial for creating robust systems capable
of managing complex languages, such as Turkish, while advancing linguistic research. By
maintaining a balance between technological advancements and rigorous evaluation, we
can empower Al to contribute to linguistic knowledge and enhance language education
globally.

Suggestions for further studies

The exploratory nature of this investigation, which focused on a limited corpus of ten
diagnostic Turkish sentences across five distinct AI models, lays a necessary groundwork
but inherently points toward several avenues for comprehensive future research.

First, the primary limitation of this study was its scope and lack of a human-Al
comparison. Future research can conduct a rigorous human baseline experiment where a
group of native Turkish speakers disambiguate the exact same ten sentences, both with
and without context. This would allow for a direct, statistically evaluated comparison
between established human parsing preferences and the AI's disambiguation choices.

Second, while this study provided qualitative insights into the five selected models, a
proper statistical evaluation of their performance is required. Future work can quantify
which AI models or model architectures (e.g., encoder-decoder, decoder-only) are signif-
icantly more accurate, faster, or more consistent in handling specific types of ambiguity
(e.g., Lexical, Morphological, Structural) in Turkish.

Third, the testing corpus could be expanded to increase generalizability. Using a larger
dataset of hundreds of sentences per ambiguity type would move the findings beyond this
diagnostic set, enabling researchers to determine if the observed Al behaviors are a general
feature of the models or merely an artifact of the small sample size.

Finally, given that the most challenging ambiguities are often Structural (like Quantifier
Scope and Relative Clause Attachment, as seen in the selected sentences), future studies
might focus on testing the AI’s ability to utilize linguistic context and semantic plausi-
bility to resolve these specific structural conflicts, potentially through iterative prompting
techniques that mirror the dynamic, constraint-based nature of the human parsing process.
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