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Nazim B. KERIMOYV, Elchin J. IBADOV

ON NECESSARY CONDITIONS OF BASICITY OF A
SYSTEM OF EIGEN-FUNCTIONS OF SECOND
ORDER DISCONTINUOUS OPERATORS

Abstract

In the paper the basicity properties of a system of eigen-functions of the
differential operator Lu = u” +q (x) u are investigated, where q (x) is a complez-
valued potential from the space Ly (0,1). Following V.A.Ilin we proceed from the
generalized treatment of eigen-functions and they can have discontinuity of the
first order. The necessary conditions of basicity of a system of eigen-functions
in the space L, (1 < p < o0) in terms of eigen-values are obtained.

1. Basic definitions. Formulation of results. Let’s on interval G = (0;1)
of real axis consider the operator

Lu(z) =u" () + q (z) u(z) (1.1)

with complex-valued potential ¢ (z) € Lj (0;1). Following the V.A.Ilin papers (see
for example [1]), we'll proceed from the generalized treatment of eigen-functions of
the operator (1.1).

Assume that with the help of the points

0=¢§ <& << < <=1

the interval (0;1) is divided into m + 1 intervals (&_1;¢;), I =1,m+ 1.

By D (l = m) we denote a class of functions, absolutely continuous to-
gether with their first derivatives on the segment [51_1;C l]. Let D be a class of
functions having the following properties: if f € D, then for each Il = 1, m + 1 there
exists a function f; € D; such that f = f; at §_; <x <.

Under the eigen-function of the operator L responding to complex eigen-value
A we'll understand any function y (x) € D not equal identically to zero satisfying
almost everywhere in the interval (0;1) the equation

Ly (x) + Ay (z) = 0.

Consider an arbitrary system {u, (x)}]° consisting of eigen-functions of the op-
erator L that we understand in the generalized sense. The corresponding system of
cigen-values will be denoted by {\,}7°. It means that each function u, () belongs
to D and almost everywhere in the interval (0, 1) satisfies the equation

Luy, (x) + A\puy, () = 0. (1.2)

By the symbol L* we’ll denote an operator formally conjugated to the operator
L, namely L*v = 0" (x) + q (x)v (z). Everywhere in the sequel it is assumed that p
is a fixed number:

1 1
-+ -=1,1<p< +o0.
P q
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Assume for brevity

G = (glflvgl) ) 7 - 'Ef f

1 - 1/p
9) = [1 () g (@), Hfl!p=(f|f rpdm) |
0

In the sequel parallel with eigen-values A, we’ll use the spectral parameter
VAn, where \/rexp (ip) = /rexp (ip/2), -5 < ¢ < 37”

Let D) be a class of functions having the following properties: if ¢ € D(©) then
for each [ = 1,m + 1 there exists a function ¢; € C [51_1;,51] such that ¢ = 1,
at §_1 < x < §. It is obvious that any function from this class can have the
discontinuity (only the first order discontinuity) only at the points &, (l =0,m+ 1).

The basic results of the present paper are the following assertions.

Theorem 1. Let {u, (x)};° be an arbitrary system consisting of the eigen-
functions of operator (1.1). If for arbitrary f (x) € D)

Tim(un, f) [[unll,* =0, (1.3)

then the sequence {u,}7° hasn’t finite points of concentration.

Corollary 1. Let {uy (2)}]° be an arbitrary system consisting of eigen-functions
of operator (1.1). If {uy (z)}]° forms the basis of the space

L,(G) (1 <p<o0), then the sequence {u;,};° hasn’t finite points of concentra-
tion.

Theorem 2. Let the following two conditions be fulfilled:

1) {up (2)}]° is an arbitrary minimal system in L, (0;1) (1 < p < 00) consisting
of eigen-functions of the operator L;

2) the system {v,, (x)}7° is biorthogonally conjugated to {uy (x)}7° and consists
of eitgen-functions of the operator L*.

If {uy, (x)}7° forms basis of the space Ly, (0;1) then there exists the constant Cj
such that for all n > 1 it holds

Remark 1.1. The second condition of theorem 2 means that the function v,, (x) be-
longs to D and almost everywhere in G satisfies the equation L*v,, (z)+ v, (z) = 0.
Remark 1.2. The formulated results are easily transferred on the case of the oper-
ator Lu () = u” (x) + p1 (x) v’ + p2 (z) u (x), where p; (z) is absolutely continuous
on the segment [0;1] and p2 (z) € L; (0,1).

Everywhere in future under C' we’ll understand a positive constant not necessar-
ily the same.

2. The proof of theorem 1. Let the assertion of theorem 1 be not true. Then
there exists finite number a and subsequence { P (:U)}zo_l such that klim P, = Q-
- B

In future we’ll use the following estimations of eigen-functions constructed by
V.V.Tikhomirov [2]:

ul) (@) < €U ) (U4 I )Pl e, ey (21)

sup
§o1<z<g
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In these estimations n € N; s=0,1and [ =1,m + 1.
By virtue of determination of eigen-functions of the operator L for each n € N
there exist the functions u,; () € D; (l =1,m+ 1) such that

Up g () = up () (51—1 <z< 51) ) (2.2)

It is obvious that the sequence { H }2021 is bounded. Consequently, by virtue of
inequality (2.1) and relation (2.2) we have

(s)

Uy, 1 (37)‘ ‘|unkH;j(£l71;£l) <C (G <z <), (2.3)

where s =0,1 and [ =1,m + 1.
Further using (2.3) at s = 1 we obtain that at z,y € [§,_;;§] it holds

—1
|unk7l ($) - unkyl (y)‘ ||unk HLP(51—1§£Z) =

-1
Hunk|’Lp(§l,1;fl) S C ‘ZL’ - y‘ .

S, 1 (t)dt
Yy

Since Hu”kHLp(Sl,l;ﬁl) < lungll, (I=1,m+1), then it is obvious that

o0
{unk (x) HunkH;l}k_l is a uniformly bounded equipotentionally continuous family

on [&—13 & l]- Consezluently, there exists a subsequence {n (1)} of the subsequence
{ng}rey such that

. -1 .
kh_{gounk(l),l (2) Hunk(l) Hp = 11 () (uniformlyby z € [£o; &1]), (2.4)
where v, (z) is a function from the class C [£; ;] {unk(mg (z) Hunk(l)H;l}:l is
a uniformly bounded equipotentionally continuous family on [£;; &,]. Conseque;ltly,
there exists a subsequence {ny (2)}7° of the sequence {nj (2)}7° such that

. -1 .

klggounk@)g (z) Hunk(l)Hp =1y (x) (uniformly by z € [£1;&s]),
where 9, (z) is a function from the class C'[£;;&,].

Acting absolutely similarly we’ll obtain: a) there exist the sequences
{ne (1)37°, ..., {nk (m + 1)}]° such that each of these sequences are subsequences
of the previous one; b) there exist the functions ¥, (z) € C' [§,_1;§] (I=1,m+1)
such that

. 1 .
klinolou”k(w (z) Hunk(l)Hp = 9, () (uniformly by x € [5,,1;51]).
It is obvious that at [ =1, m —i—ll it holds
klinolounk(m—kl),l (z) Hunk(m—‘rl)Hp = ¢, (x) (uniformly by = € [§,_1;¢]).

We'll determine the function ¢ (z) in the following way

Yy (z), %fﬁo <z <&y,
1/}(:1:) — w2 (.le), if 51 <r< ‘527 ) (25)
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It is obvious that the function 9 (x) can have only discontituity of the first or-

- _ (o.9]
der at the points ¢ (l =0,m+ 1) and the sequence {unk(mﬂ) (x) Hunk(mH)Hp 1}1

strongly converges to the function ¢ (z) in the space Ly, (0;1). Hence for the function

¥ () w have ||, = 1.
Besides,

613 = T (g s ) [ty [, = 0

The obtained contradiction completes the proof of theorem 1.

3. The proof of theorem 2. Note that at each of the intervals (51_1; &, ) ,
Il =1, m + 1 the representation

:l:27':unun (t) - (u'/n (fl—l + O) + Z:U’nun (‘gl—l + O)) €xp [Z:U’n (t - gl—l)] +

+ (=t (& = 0) £ gy un (§ — 0)) exp [im, (§ — 1)) =

&
— [ q (@) up (z) exp [xiu, |z — t|] dt. (3.1)
gl*l
is true.

In order to prove the correctness of representation (3.1) let’s multiply (3.1) by the
function exp [tiu, |x — t|], where §;_; < z, t < &, integrate the obtained identity
by z from &;_; to &; and apply the integration by parts formula.

Let the assertion of theorem 2 be not true. Then from the sequence {yu,,} =, we
can choose such subsequence { Py }Zozl that

leH;O Im p1,,, | = 0. (3.2)
Assume
Uk (2) = tny, (x), Vi (2) = vy (), A = g, (K €N) (3-3)
It is obvious that
lirrolo Im Ag| = oc. (3.2%)

We'll assume (it is necessary passing to subsequence), that

1
0<ImAp(ImAg ) ' < 5 (keN), (3.4)
Jim Im Ay (Im App1) t =0, (3.5)

]Im Ak+1| >1 (]{3 € N) . (36)

Since by the choice the all terms of the sequence {Im Ay}~ ; have the same signs
ImAp,>1 (keN). (3.6")

The case ImA; < —1 (k € N) is considered absolutely analogously.
By virtue of our notation and the second condition of theorem 1 at k € N we

have
(Uk,Vk) = 17 (Uka Vk+1) =0. (37)



Transactions of NAS of Azerbaijan

121
[On necessary conditions of basicity]

In view of notation (1.3) at z € G; = (§,_1;¢;) and k € N the representation
U (z) = HY) (2Im Ap) P exp [iAg (2 — &_1)] +
+H,Z) (2Tm Ay) P exp [iAg (& — 2)] +
1 &
+ q (1) Uy (t) exp [idg [ — ]} dt,
QZAk &1

(3.8)
R 2iAy, (21Im Ag)?
@ _ ~Up(§ —0) + iUy (€ +0) (3.9)
! 2y, (2Im Ay) /P
is true.
From estimation (2.1) it follows
swp U (@)] < CIAW (m &) 7 [T, (3.10)
&i—1<z<g

where k € N and s = 0, 1. Taking into account (3.9), (3.9"), (3.10) we conclude that
at k € N the inequality

)| < Clvil, (=12

(3.11)
is true.
Using (3.6%) and (3.10) it is easy to show that at z € G, k € N.
& . 1
J a(t) Uk (t) exp [iAg |z — t[] dt = (2Tm Ag) P ||Ux|l, O1 (1), (3.12)
€1
is true, where O (1) is a bounded function from k,z and [.
From (3.8) and (3.12) we’ll obtain
Uk (@) = (2Tm &) /7 { B exp [iny (z— 1)) +
. 1Uk||
HH explide (6 0] + 51201 (1)}, (3.13)

Conducting the analogous considerations for the function Vi (z) at = € G; and
k € N we’ll have

Vi (2) = (2Im &)/ { G exp [ig (2 — §1)] +

Ay,

1,2) are some complex numbers, moreover

U,
+ G,(fl) exp [iAg (§ — )] + H quOg (1)} : (3.14)

where G,(gl) (j=

GEl<CIVil, (=12 kenN), (3.15)
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and O3 (1) is a bounded function from k,z and [.

o0
It is easy to note that if N bounded sequences {ag)} (r =1, N) is given,

n=1
then there exists a strongly increasing sequence of natural numbers {n,},- such

o0
that each of the sequences {ag;)} . (7“ =1, N) converges.
.

Consequently, according to (3.11) and (3.15) we can assume (if it is necessary
passing to the subsequence) that at j =1,2 and I =1,m

tim 2 Ut = B, (3.16)
lim G Vi = o, (3.17)

G) )

are true, where h;"’, g,”’ are some numbers.
Assume that

Bl = |HGE + HAGE | 10, Vil (3.18)
(2 1 j 2 3—7 - —
B = (e + BRG] N0 Vil (3.19)
B = |[HE2 |+ B2 || 10l (3.20)
* 1 2 —
B = [|ona] + e vl (3.21)
where j =1,2; k€ N, [ € N. According to (3.11) and (3.15)-(3.21) we have

Jim 5] = lim 6% = mVglY + hP g, (3.22)

4 m+1 m+1
Z ’ﬁkjl)’+25kl+2ﬁkz<c keN. (3.23)

Using the introduced above notation by the immediate calculations we can see
that at k € N and [ =1,m + 1 the

m+1
(U, Vi) =1 ' Im Ak (1)
— = ex 2zA - &) -1+
Ol T, ~ TR, TVl iy, 2 ni {oxp 20 (6= )] - 1
m+1
m+1 @ l;ﬁk,l
+21m/\k;5k,l (& — & 1) exp [iMg (& —&-1)] + _Ak O(1)+
m—+1 .
l;ﬁk’l Im Ay,
HEoW o), (3.24)
S (O Vi)
Uk, Vi+1) g,
(Uk, Vies1) _ =1 — 2 (Tm Ap)YP (Tm Apy )9 %

1Uklly Viesally ORI Vit lly
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1 m—+1 ) ‘
‘ {M;ﬁf} (exp [0 (& — &-1) M1 — Ag)] = 1) +

+
(exp [iA _1)| —exp [iA - & +
Ak+1 ) Z; p [ (& = &-1)] —exp [iAg (& — &-1)])
mil mil
ﬁk,l ﬁ;l
+= 0 (1) + o) (3.25)
Agyr Im Ay ApIm Ay A

are true, where O (1) means the bounded function from & not necessarily the same.
Since {Uy, (z)}7° is a basis of the space L, (G) and {V}, () }{° is a system biorthog-
onally conjugated to {Uy (x)}7°, then it is well-known (see for example [4, p.370])
that
1< [|Ukll, [IVilly < C, k€ N.

Consequently, not loosing generality, we can assume (if it is necessary passing to the
subsequence) that it holds

T [0, Vi, = o (3.26)

where o > 1.
Note, that (Ug, Vi) =1 (k € N). From here and from (3.23)-(3.24) we conclude
that at k£ € N the relation

1 Iz\k”fﬂ1 o1
EANARS ! ImAk

is true.
Consequently, by virtue of (3.26) we have

Allowing for the last relation and (3.22) we obtain

m+1 m+1
Jfim 3Pl = > (nVa” + g ) = 5 #0, (3.27)
=1
. ImAk . -1
klglgo v (aB)"" #0. (3.28)

Since (Ug, Vky1) =0 (k € N), then from (3.24) we have

mtl
Z (exp [i (& —&1) (Mg — Ap)] — 1) +
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m+1

Apr1+ Ay (4) , ,
A — A lz;ﬂk,l (exp [iAgr1 (& — &1)] — exp [iAx (& = &-1)]) +
A A m+1
: m i + B )0 1
+Z (Ak—i-l + Ak) +16 19) (1) + ( t k) <l§1 ! ( )_|_
Apprlmdy, \ &7 AgTm Ay
i (Agr1 + Ag)
0O(1). 3.29
o (3:29)
Further, according to (3.4), (3.5), (3.6%) and (3.28) at k£ € N we have
. 01
exXp [2 (fz - 51—1) (A1 — Ak)] = A(k: ),
Ap1 + Ay o)

o D [ (6~ &o)] — o [ (6~ 60)] = 5
(A +Ay)  O1) i(Agpa+Ar)  OQ) i(Appr+Ar)  O(1)

Agy1Im Ay, A 7 AeImAp Ay T A Ay
By virtue of (3.29) and the last three relations we have

m+1

0=->"8%+0(1) /A
=1

m+1
Hence, it follows that lim ) [3,232 = 0. Then by virtue of (3.22) we have

k—ooy— ™
m—+1

klim > ﬁ,gl? = 0, that contradicts to (3.27). Theorem 2 is proved.
—g=1
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