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Introduction
We consider Multiparameter operator system A(A) = (A; (), ..., An (1)), where
A] = A] - }\18]'1 — = AnBjn ] (S {1, ...,1'1}, A= ()\1, ...,An) eCn

Let be Aj, B self-adjoint operators acting in Hilbert spaces H;, furthermore we
assume, that A4, ..,A,_;, are operators with compact resolvents, and By, are
bounded.

For each multiparameter operator system A(A) we associate family of determinant
operators Ag, A4, ..., Ay, acting in tensor product H; ® ... ® H,, of initial Hilbert
spaces Hi, ..., H, (see [8], [9], [10] also [2], [4].

By definition

Ao= Z €5 Big(1) Q.0 Bhom)

g

and 4 is the determinant which the j -th column consists of A4, ..., A,, istead of
Bj1, ..., Bjn from A,.
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The separating system of operators T} = AalA]-, o, T1p = AgtA, under the
assumption that (Apx,x) = a(x,x) for some a > 0 and all x € H admit closures,
and I, ..., T, are self-adjoint commuting operators in tensor product H=H; ®
...® H,, with weighted inner product (x,y) = (Aox,y) (see [4], [7], [9], [10], [11].

In our previous works (see, for example, [1]) we have investigated the analytic
structure of multiparameter spectral problems, applying the technique of
multidimensional complex analysis.

Here we are going to construct the joint spectral measure of I, ..., I, by spectral
measures of original self-adjoint operators A; (1), ..., A,(A), A € R using based on
the ideas and techniques of the works [1], [5], and [6].

This problem was solved by H.O. Cordes [5], [6] in particular case of two - parameter
system and further, in addition, operators By, are assumed to be commutative and
having certain (positive or negative) signs.

Let 6 be some analytic curve consisting of the points
A€ c[A;(M)]n...nc[A,(MD)] N R,
and d be some arc in this curve such that d does not intersect other spectral curves;

d = A°u® where A° and p° are the ends of the arc d, moreover, A° ¢ d and u° € d
and A9 < 2.

Let A denote the midpoint of the line segment [A%, un°]. Furthermore, let v; be the
angle

N —
V]' = (Pr(ll'}\j)[)\o, IJ.O]) Ohl, ] = 2;- 'Inl and

BV = thn . Bnn+' . +tg\)2 ' an + Bnl'

And if we denote by v, the angle between the projection of the tangent to the curve
o on plain (14, Ay) at A* € d and the axis 0, then from the formula (10) of [1] it
follows that

tgvp = (—1)kx
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B11 Bl,k—l Bl,k+1 Bl,n
x| det : : : : : U'®...Qu"1, U'®...Qu"1 | x
Bn—l,l Bn—1,k—1 Bn—l,k+1 Bn—l,n

-1

B12 Bl,n
x| det| s Poul®..euth ule..eutt] L ()

Bn—1,2 Bn—l,n
where u € KerA;(3%), j=1,2,..,n-1.
It is easy to prove, that for each x"€H,, we have

((tgv}‘an,n+. .. +tgviB, o, + Bn,l)x“,x“) =

-1
By, ' Bin
= det : : : u1l®...Qu" 1 1l®...@u 1! X

Bn—1,2 Bn—l,n
X(Apul®...Qu1@x™, ul®... Qut1®x™) = cljul]l...[Ju™ 1] - |lx®]|; (c > 0).
It is clear that tgv,, ~ tgvy for small arcs d, consequently B, > 0.

Let (H,), be a Hilbert space consisting of H,, with the scalar product (:,-), =
(-, By). We denote the orthogonal projection operators on the kernel of the operators

A}O\*), j =1,..,n-1. considered as operators in H;®...®H,,_; ®(H,), by EL..

We also denote by EX(A,v) the spectral family of the operator [B;14,,(A)]¢
considered as the operator in H;®... ®H,,_;®(H,),.

Furthermore, we set

0 _ 0 1 tgv, - tgvpq
—_— t 1 eos t
Xog= = > : g;)n : : gVEn_z +...
tgvy tgv, - 1

o o tgv, tgvz - tgvp_1  8vy
1M —An| 1 tgv, e tgvnp tgvng| _

tgv, tgvs - 1 tgv,



The Integral Representation of the Spectral Measure of the Multiparameter Problems 29

mi-A? w28 HR-AR
2 2 2
= | t8n 1 - tgvy
tgv, tgvy - 1
Then
0 0 1 tgv, - tgvy,
_ M= AMltgy, 1 - tguny
0— : : : :
2 : : : :
tgv, tgvy - 1

According to the formula (1) we can see that tgv, becomes small enough if we
multiply B;; by a small enough number e. Without changing the notations let us

consider that the condition is satisfied, i. e., the absolute value of tgvy is small
enough number. Then we have

ap = (1) — A,
where ¢ > 0.

Furthermore, we set
Efowo) = Eg, (A v) —Elg, (X v)
(here A is a midpoint of the line segment [A, u°])
Let us also determine the operator
Gd=Ei*...Ej‘*‘1E&0'H0] (2)

acting on the space H; ®... ®H,_;®(H,), Now we shall construct the projector
equivalent to the previous one which projects onto the range of values of the operator
Gq With respect to metrics () = (-, A *) .

Lemma 1. The projector in the space (H),which is equivalent to the projector Gg,
can be represented in the form

®g = Cg, Gq(BY) "4y,

where Cg, is defined from the equation
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(u,BY,Cg,v) = (u,Apv)
for arbitrary elements
u,v € R(Gy).
To prove the lemma see Cordes H.O. (1955) [6], lemma 9.

Now we wish to show that for the small arcs d the operator ®4 represents some
suitable approximation of the operator

Fy = deg(l...Egn,
d

where EJ is the spectral family of the operator
I = AptA, je{1,2,...,n}.
This is the main goal of this article.

Let dcdcoy,, dno,y =@ m’#m and d contain both ends and | be the
parallelepiped which is parallel to the coordinate axis, moreover, d € .

Now we set
fii(v) =1 fi,(v)=tgv, - f1(v) =tgv,
for () =tgv, fo(WM =1 - £,(v) =tgvy4
faa(v) =tgv, fh(v) =tgvy - fin(v) =1

Let tj(v) be the cofactor of the element fj, (v) of the matrix (fjk(v))

nxn

Let us recall now operators I';(A,v) introduced in the work [1] and their
representation by formulas (3;) — (3,).

It is easy to see that if A = (A4,...,A,) is not joint eigenvalue of the operators
I,,..., T, then T, (A, v) is invertible. In fact, if I; (A, v)x = 0,x # 0, then F{A} # 0.
Now it follows from [3] (see VI 85) that there exists y € (H) such that [}y = Ajy ,j =
1,2,..,n and we have a contradiction.
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1. The Approximation of the Joint Spectral Measure of the
Multiparameter Problem

Now we are going to approximate the joint spectral measure of the commutative
family of self-adjoint operators T, ..., I, by means of the spectral measures of
multiparameter self-adjoint operators A;(4), ..., A (1), A € R"

Theorem 1. Let both ends A%, n° of the arc d not be joint eigenvalues of the operators
I;,..., T, and denote

Wy = Ty (A% v) - I (A% V)7L,

where ay is determined according to the formulas (11) and d is inside of a small
enough arc d.

Then for each g € (H), f€ D(W})and for 0 <y < %We have the estimation:

(g, (Fa - @) F;f)|<ogC(v.)){{()) (WG Faf)) +{Pagh [+ Wi}, (3)
where the constant c(y,]) does not depend on the location of d ond and 0 < q < 1.

Before to start its proof, let us note two simple consequences of this theorem.

Corollary 1. If f, - fand W)f,>WIf for some 0 <y < %and f, .fe D(W)),
then

S
(Fq - ®Ff, = (Fq - @Ff.

Corollary 2. If the points €™ 1™ are not joint eigenvalues of the operators
L,,..., T, and

lim E(n) = lim n(n),
n—-oo n—oo

then

Al—pc?o F[E(n),n(n)]Fj‘f = gl_)rg CD[E(n),n(n)]ij
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on the dense set

U D(W)) < (H).

Y

Proof. We set

a'=min{| 4 At (W) +..+ (At ()]}

a'= I}}é‘é{{l A2t M+ + QA (V) [}
It is clear that

a ((Faf)<((T; AV Faf)) <o ((Fyf)). (4)
Now, we shall represent the difference (Fq - ®4)F; as a sum of several terms and
estimate all of them separately.
Let @ be a length of the arc d which is less than 1 and also o, € (0,1).
We draw parallel hyperplanes through the Ime [A°, p®]with the distances between
them equal to a(l)_g" and denote their points of intersection with the curve ¢, > d by
Ak k=12,...,r
Let us choose the natural number r such that the following relation
(r— 1)aé_£°<agl_s°)/2 < ra(l)_g"

holds. If d is chosen to be small enough then the whole arc A™p* can be put into the
paralielepiped

T={7\:a’1 <A <ay,...a] <A, <aj},
such that the distance A from the boundary of this parallelepiped is more than

a(()].—fo)/z

0
Cy- and the other points of the curve oy, are out of J.



The Integral Representation of the Spectral Measure of the Multiparameter Problems 33

Denote
di( = k-1pk 'di(, — IJ-k_llJ-k'
Then

(Fg - PF;=( 1- @9)F4 - d4(F; - Fy)-

n

Z (O] (Fd]'( + Fdl'(') — Dy (Fd'l + Fd;’)'
k=2

(5)

Let us estimate all four terms separately:
We have
1) ®4G4 = Gq, therefore,

(I- ®g)Fq = (I- @) (I- Gg)Fy4

and
(((I- @g)F4f)) < V2(((I- Gg)Faf)) < V2 (((1 - E}- + Ej- —
Er-EZ+...—Ef.. B} + Eh.. B} — E}\*...EilflEB\O’Ho]) F4f)) <
< V2 ({(1— EL)Fy)) +... +x/§(<(E§*. LED? (1 - E[l}\O,uO]» F4f))

According to lemma 1 of the work [1] we have

-1 n
(I — Ex)Fyf— {A%O\*) R[a! (x*)]} (1-E3) Z Bji (V) T (X", v)Fyf. 6)
) k=1

It is clear that

(@, VIF4D) < caa0{(Fef)),  j=12,...,n (7)

(for k = 1 it follows immediately from (4), and for the other k it is true too due to
the same arguments).

Hence
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(((1 - E;\) Faf)) < caag((Fqf)), j=1,2,...,n—1 ®

Furthermore, again, according to lemma 1 of the work [1], we have

(1= Efo y01) [BoAn(D)] FaWaf =

n
= z (I — EBO’MO]) (B%)_lBEk(V) . l:k(i, V)WdFdf
and consequently,

(1- EFAO‘HO]) FyW,f — ([B;lAn(X)]t)_l (1- Eﬁw]) FqWaly (R, v)Fyf =

n €)
> B AN (1= B o)) (BD B - Te(Rv)Waf

k=2
(here by definition B,; (v) = B,).

By denoting the operators
x=(1- Eﬁo,u(’]) FyaWy,

Q=LAVF, P ={[B7A®)]} (1 Efo,0)

V= {[13;1An(71)]t}_1 (1= Efo 07) (B BL (W) - Tie(R, v WaFof
k=2

we obtain the following operator equation
X—PXQ = V. (10)
Now let us recall the following proposition from [6].

Lemma 2 (Cordes H.O.) Let H,, be a Hilbert space, B be the self-adjoint operator
in Hy ,where B > 0, Hg be a Hilbert space which can be obtained from H, by
introducing the scalar product
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(u,v)g = (u,Bu)y, u,v € D(B).

Furthermore, let P be a bounded self-adjoint operator in Hg and Q be a bounded
self- adjoint operator in H, and

IPls<v, llQllo <y~

Let the inverse operator W = [1 — (yQ)?]?! exist as (possibly unbounded)
operator on the dense subset

D(W) c H,.
Let us assume that V is defined everywhere in Hy and if v € H, then Vv € Hg and
IVullg < Gyllullo
Then the operator equation
X—PXQ =V

has the solution X which is defined in
1
pex) = Joawr ), ye (o]
Y

and which can be represented as a sum of convergent series in the sense of the
metric [|u||g

Xv = Z P"VQ"v, v € D(X)
n=0

Xve Hg veDRX)
and the estimation
IXvllg < C,CW W *Yvl|,

holds for all

1
v € D(WHY), 0<y< >

We can see that the equation (10) satisfies the hypotheses of the Cordes's lemma
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and WFy = WyF,. Here the main points are the inequalities
(GO, VD) < cpod(Faf)),  j=12,...,n

which follow from the fact that the integrand under the calculation of ((l:]-(/l, Vv)F4f))
is equal to the following expression

A = 1Dt W+ A+ — pD R OV).

But for small arcs d we have

;\\;:ﬁ; = tgvy + 0n(ao)
and hence,
1 tgv, -+ tgvy,
0 = ) () ...+ (8 = WD ta(¥) = Cs [0200)  0p(te) =+ O(etg)|,
gy 1

where Oy (ag),k € {1,2,...,n} are elements of the j-th row of this matrix.
Thus, according to the Cordes's lemma we have
IXgll < CeCY)ag ((Wy VFaf),
g € D(WqFg)'*Y.
Hence we obtain
(1= EBo o) FaWaFot|| < CoCydao (WY (WaFo)D).

The operator W4F4 has the inverse in the R(F4) and since the set {W4F4f, f €
D(Wy4) } isdense in {Fq(H)} .

Furthermore,

(1= Efo 1) Fagh) = (1 = Efio 1) Fagn)) < C6C¥ao (W) (WaF ),
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forall g = g, + g, € D(W)), whereg; € R(Fg) and g, € KerFy.
As a final result, we obtain
(1 — Dg)Fqg)) < agC7C(Y) ((W]F4f)) +
V2 - nC300((Faf)) < agCsC' (V) [((WFab)) + ((Faf)].
2) There exist numbers Ay, |y, ..., Ay, 1y, such that
Fj = Ej E3,...E}
where
E}, = Ej, — E;.j, j=12,...,n

Then

Dy(F; — Fy) = dg(I— E§, )Fj + -+ Pg(1 - ER 1 )EF 2 ...

11
. E5 Fj+@4(1 - E3 JE3— " ...E5 F 1y

8n-1*

According to the definition of the operator I (4, v) we have

A1(/T) Biz -+ Bin

(4, v)F; = At Fj

A1) Bu o Bun
Therefore

®4(1— Ej,)Fj; = C5iGa(BY) 1A (M) (A, 0)(1 — Eg, )F;.
where A, (1) is obtained from A, if we take A; (1) instead of Aj,j = 1,2,...,n.
The distance from a point A to the boundary of the parallelepiped j is chosen more

than a const. agl‘so)/ 2 s0, we have

(2, 0)(1 - EX )F; < Coap @502

Furthermore,
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Then

It is clear that

B+ AJ(X) = B} +

A + Z(x;g _ X)B;k].
k=1

GgAj(A) < Cjpa,  j=12,...,n—1

(note that

7\1*(—7\| <Cay)

Ga(BHAL(A) < Cpqaq.

Then we have the relation

(@q(1— EE)FH) < Crpag P70 2(() = Cypal 2 ((D).

Similarly, for the other terms in (11) we conclude

(@q (F; = F ) D) = Coaal (). (12)

3) Let vibe an angle between the projection of the line [X, A, | on the plane (A, A;
j j

and the axis 0—)\1) like so v}‘*also be an angle between the projection of the line
[A*, 2] on theplane (A4, ;) and the axis 02, k > 2.

It is clear that

Then

= CE;Gd(B\t;)_l_l

PaFyr = Cg,u Ga(BY) T AgFdj =

1 tgk o gk [Bu(V) o Bin(W9)

tgv'z‘ tgvl:f 1 Bm(vk) Bnn(vk) «
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1 @k o @k [Ba() - B (vF)
= Cg,GaBY || ¢ : : : - : : : Fy

tgvlz(* tgvlgf* 1 Bm(vk*) Bn,n(vk*)

1+
k

+Cg1Ga(BY ™

-1
1 tgvy - tgvy Bn(" ) BlZ(Vk) B (V9)
: : : : : : : Fy+Q, (13)
k
tgvk  tgvk 1 n1(V ) 0
where Q is the operator, for which we have

() < Caso (Fyy ).

Let us prove that the first term on the right hand side of (13) has an upper bound.
From the first equation of the system (6) it follows that of the work [1]

t

A1(7\*) B11(Vf*) Bln(Vf*)
: : f=
n 10\*) Bn 13(" ) Bn—l,n(V{)*)
* * * t
By, (V) Bis(vf) - Bu(v) _ .
= : e : s T (v )+
Bn—l,l(\’{ ) Bn—1,3(V€ ) Bn—1,n(V£ )
* * * t
Blz(vi’ ) Blg(vl’ ) Bln(V{’ ) B .
+ : e s : (A v)f
Bn—l,Z(V{ ) Bn—l,B(V{ ) Bn—1,n(V£ )

By multiplying this equation on the left G4(BY) 1Bt](v ) j = 2,..,nand taking
0, v *)F d;f instead of fand also taking into account that GgA(A*) = 0,

j=2,..,nwe have

* * * t
Bll(\}f) B13(V£) b Bln(\){;)
Gq(BY)1BL; (v¥) : : : s Fpo= (14

Bn—1,1(V{)*) Bn—1,3(V{*) Bn—1,n(V€*)
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= —Gg(BY) 1B (V) -

t

BlZ(V[*) B13(V[*) o Bln(\)‘g*)
Bn—l,Z(V[*) Bn—1,3(V{)*) Bn—1,n(Vf*)

It is easy to prove that

L (0 v R (0 v F,,

((l:j(l*,vf*)ng)) < const- (k+ 1)(aé_£°)2, j=2,..,n

and
((l:j()\*,vf*)Fd;)) < k- const - a(l,_s".
Then
((l:j()\*,vf*)l:fl()\*,vf*)Fd;)) < const- ay .
and
* x1—1
1 tgvs - tguk
Cg;Gd(B\E)—l : : :
tgvs  tgv§ - 1
(15)

Bll(Vk*) Blz(vk*) M Bln(Vk*)
0 Bup(VE) - Bu(V¥)

Now let us estimate the second term on the right-hand side of the equation (13).

Fa ) < Ci6C) - (WD) .=

dg

Again according to the formulas (6) (see [1]) we have
(BT AL M (A V)R = (BY) B (VO)Fy +
+(B5)_1B§12 (Vk)l:z (7\, Vk) I:l_l(x, Vk) Fd],( + M +

+(BY) B (V)T (LT (R V)F,
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If we multiply the last equation on the right-hand side by

Gy det (Bw(¥)): i=12..,n-1 m=2..n,

we obtain
Ga(BY) 1AL (D) -
Bi2(V) -+ Bu(v9) o
- ; : : B9 (B, = B (V) T (R VF)F 0=
Bn—1,2 (Vk) Bn—l,n(Vk)

| B(V) o Bun(V9) o
= —Gq(BH) 1AL (R) : : : (BY)™'Bh (VIT7 (A V)Fy +
Bn—l,Z(Vk) Bn—l,n(Vk)
Blz(vk) b Bln(vk)
+Gq(BS)™1BL, (V) : : : Fg +
Bn—1,2 (Vk) Bn—l,n(Vk)
n
+ ) Ga(BE)BL(v).
=2
Blz(vk) M Bln(Vk) _ _ o
: : : I (VT (A VE)Fy, . = (16)
Bn—l,z(vk) Bn—l,n(vk)
Let us denote
Blz(vk) b Bln(\)k)
X = Gg(BY)™1BE, (VK) : : : Fyr.
Bn—1,2 (Vk) Bn—l,n (Vk)

and

V = Gg(BH) 1AL (R) -
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Bi, :(vk) Bin :(vk)

t_ _
3 : i B (B~ B (W) TTRVF,, —
Bn—1,2 (Vk) Bn—l,n (Vk)

n
— ) Ga(BY) T By(v).
£=2

B12 (Vk) ce Bln (Vk) _ _ _ _
: : : I (VI (A VE)Fyy,
Bn—1,2 (Vk) Bn—l,n (Vk)
then we have
X = (BY) AL (M) GaXTy (A V)Fy = V. (17)

Let us prove that the equation (17) satisfies the hypotheses of the following lemma
of Cordes H.O.

Lemma 3 (see [6], lemma 8a). Suppose that the estimates [|P||g < dp, [IQllo < g,
dpdq < 1 hold for the bounded operators P and Q in the spaces Hg and Ho,
respectively. Let the operator V be defined everywhere in Hy, moreover, for v € H,,
we have Vv € Hg and

IVullg < Cyllvllo.

Then there exists a unique bounded solution of the equation X — PXQ =V, for
which we have the expansion

X= ) PVQ"
n=0

and the estimate

C
IXvllg < 7 ——||vllo, v € Ho.

—dpdq
We have already known the estimate for the operator

P = (B))AL(2)Gg,
namely
((P) < ap
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And for Q = I} (A, v¥)F, we have

/A'l Sy M=, AL — An\

= 7k . tgvk 1 tgvk_,

(v )Fdl,()) > fpin det 3 : : >
tgvs  tgvk 1

1-gg
= Cy7a, k- ((Fd{(f»-

For the small enough arc we get

(Q) < ag T kCyy < apt.
Similarly, it is possible to prove that

(VD) < Crattg ™ ((Fy )
(here((-)) isthe norm in H; ® ... ®H,,_;®(Hy),).
Then, according to lemma 2 we conclude

((XD) < Cagtg™ ™ - {(Fyr D),

hence,
1-¢
((CDFdl,(f)) < Cyoory ° ((Fd{(f)),k =2, ..I.

The similar inequality can be also proved for d)dFd],(,f, S0 we have

r

((Z by (FdL—Fd{(,) f)) < Cprap ™ Z (((Fd{()) + ((Fd;(/))) <
k=2

k=2

r 3
~ (1—-gp)>
Czla(l) o 2r- E (Fdf{+Fdf<')f)> < G (D).
k=2

_1—80
(because of r<1+ a, 2 >
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Let us expand ®4F a8 in the case 3), but let now v;* be the angle between the
projection of the line [A°, 1*] on the plane (A;; A;) and the axis OAy,j = 2, ..., n
Furthermore, instead of v]-1 we take v, j = 2, .., 0.

For the first term on the right hand side the formula similar to (15) is satisfied. For
the second term, taking v and (I + Wy)F; instead of v and F al respectively (taking

into account that B, = B,;(v)), we obtain the equation of the form

X+ (BY) AL (X)GaXT (A V)F, =V,

where
BlZ(V) Bln(v)
X=0Gq- : : : -(I+Wd)Fd,1,
Bn-12 v) - Bn—l,n(V)
n
V== Gy(BY B,
£=2
Bia(v) -+ Byn(v) o o
- : : : -1;,(7\,\;)(1+Wd)1“;1(x,v)Fd,1
Bh-1,2 v) - Bn—l,n(\’)

It is easy to verify that (the similar inequalities have been already verified several
times)

-2
(VD)) < Caza “((Fg D).
Thus, all the hypotheses of lemma 2 are satisfied.

Since
WFdll = (I + Wd)Fdll’

according to lemma 2 we have
3
z(1-%0) 1+y
((Xf) < o Caa(y) - (T + W)™ F s )

for all
fe D+ W)Y,
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Take (I + Wy)~f instead of f and v instead of vy for the second term in the last
part of (13), we obtain

1

1tk tgvh|
((C(E; : : : X(I+ Wd)_le{(f» =
tgvk  tgvk o 1
1 e tgvy -1 BlZ(V) Bln(v)
(ClGa| : ¢ ST L
tgvy, 1 Bn—l,Z(V) Bn—l,n(V)
E(l

< ol ) eLcy) - [(«E) + (WD),
for all f € D(W)).

Furthermore, for Fd{(, the similar inequality also holds and we obtain the relation

(1

301 e
(a (Fyy +Far ) DY < ' CoaCr) - [(WID) + ()]

From the results of 1), 2), 3), 4) it follows that the formula (5) is true. The theorem
1 is proved completely.

82. The Integral Representation of the Joint Spectral Measures of the
Separating System of operators

In this section applying the theorem 1 we represent the joint spectral family of the

commutative family of operators T, T, ..., I}, with respect to Ej, j=12,..,n.

Theorem 2. Let A, be a uniformly positive operator (A, > 0), suppose that the
relation (1) holds and A4, ...,A,_; are self-adjoint operators with the discrete
spectrum, A,, is an arbitrary self-adjoint operator.

Let d = A°u° be the part of the arc of one of the curves of eigenvalues op of the
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multiparameter operator system (A; (), ...,A,(1)), A € Ry, where 2% ¢ d,p1° ¢ d
and the closed convex hull of d does not contain the points of intersection with the
other curves op, p’ # p.

Then there exists the sequence of the inscribed polygons of the arc d

I'n

q)m = U[)\k—l,m - Ak,m]: )\0 = )\O,my IJ-O = }\rm'm
k=1

with the maximal length of the segments which tends to zero such that we have

I'm

.El ".En—l ER (B\t)k‘m)_lAO (18)

Fd =s— lim C_11 n-1 pn
E ..E A A
km ™ Mem' [Ak—1,mMom)

m-—oo * *
k=1 Mem ™ AMom [Ak—l.mhk,m]

for any choice of the intermediate points Ay ,, of the arc A, _; Ay 1, and let vkm pe
defined for the arc Ay _; Ay, SUCh @s v = (v, ..., vy,) defined for the arc d.

The equality (18) can be rewritten in the integral form
— _ -1
Fa= Jg CE;...EK_lEgl “Ex . ERT'Eda(Bar) Ao (19)

Such a defined integral exists in the above mentioned sense and in the case when the
arc d contains the points of the intersection with the other curves o, if for each point

of that type, we agree to consider
E3(d) ...EX~1(d) instead of E3 ... E}', where

J = i n-1 (m) - —
E;\(d) = )\(lrgr_l))\ E?\(m)’ A e d, ] = 1, e, 1 1.
Similarly, for the spectral family ]Eja of the operator A5 A; the representation
i _ -1 1 -1 t 71
E), = Z j Cgt go-1pn B . ER Eq(B&) Ao 20)
p=1 Op

7\j<6j'5;1'01

holds.
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In order to prove theorem 2 we apply the following Cordes lemmas (see [6] lemma,
11,12, 13).

Lemma 4. Let p(a) be the monotonically nondecreasing and continuous on the right
function on the segment [a, a,].We set

p(a) — p(a’)
a)= Sup ——M
v(@ @ o o— o
o sa*sa,

Then in each subinterval o} < a < a}, oy < a3 < o, < ay, there exists at least one
point a , for which we have

p(az) — p(ay)

<9
y(@ < —

Lemma 5. Let us introduce in a separable Hilbert space with the scalar product
(u,v), the sequence of scalar products and corresponding metrics (u,v),,n =
1,2,... such that

a(u,u)g < (u,u), < b(u,u), n=12,..
and

[(u,0)n = (U, V)0l < qllullo - lvllo,

lime, =0

n—00
where a > 0 and b > 0 do not depend on n.
Let C,, be the operator self-adjoint in H with respect to the scalar product

(u,v)p, n=12,..
such that
&L“Jo(cn —iD™ = (C,—i)7, feH
and if ¢ € Ker(Cy — apl) for some ay, then @ € D(C,) and
1(Co — apDeplln < anllelln,

where the sequence (a,) does not depend on ¢ and lim a,, = 0.

n—oo
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Then for the spectral families EZ of the operators C,, we have the relation

lim (ER, — E )= (B3 40 — B3, —o)f fEH,

n—0oo
for each pair oy, aj, such that

lim a, = lim o = ay, op < agp < ay

n—-oo n—-oo
and

. . an
lim — = lim ——=0.
n—-oo (X_n — (X_O n—oo (xn —_ (X_O

If the point a, (in particular) is not a pointwise eigenvalue of the operator C, then
we have

limE} f=E} f f€H,

n—oo

for the {a,}, such that lim a,, = a,.
n—oo

Lemma 6. Assume that the relation

PP, =

—— P(MiN, — NiMp)P,

€

holds for the operators of the orthogonal projection Py in the Hilbert space

H k€=12,...,n, k# ¢ {yJ6 <R and M, N, are bounded operators for
which

Yo <Y1 <---<Yn INgBll < € [IMPell < Clyg = Yiea s
where C, C’ are positive constants.
Then for the operator P = Y:3_; P, we have the estimation

a
0.<P<1+2CC'(4m+2b),

where

a= ker{‘%?.?n}h’k ~Yial, b= ker?l?i(n}Wk Vil
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The proof of lemma 4 is not so difficult. To prove lemma 5, first of all, it is necessary
to show that

lim (C, —z)"f = (C, —z)f, fEH,
n-oo

if Jmsz # 0. The main point of all the next arguments is the inequality

|(Qu(1-E3 Juv) | <

an

3 lulln - [vlls,

min {|ay — aol, [on — g

where Q,, is the orthogonal projection on the kernel C, — o1, in a sense of (u,v),
and

To prove lemma 6 one should apply the number inequality

n

. n . 2 n
ky{’ 47T+2b 2 2
Za a _< a ) lekl Z|Yk|'
Ki=1 K k=1
k=

k=1
where 0 <a<ay—oax_1<b, k = 1,2,...,n for any choice of the complex

numbers x, and yy.

The proof of theorem 2. There exist monotone non-decreasing continuous on the
right base functions p(a) according to which for each u,v € (H) the function

P(a) = (u,Equ)
is absolutely continuous at each point of the interval —oo < a < oo.

For example, the function

o]

1
p(a) = Z —5 (@m, Ea®m),

m=1
is one of them, where (¢,,) is the base of (H).

The space H' of all the elements v € (H), for which the relation
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< C(v)

‘d«E&v))z
dp(a)

holds for some constant C(v) is dense in (H) for all a € (—oo, ).

Indeed, for each linear combination ¥N_; a, ¢, of the elements @,, n = 1,2,...
this relation always holds, if the constant C(v) is

N
C(v) = N2 Z la,|?n2.
n=1
If A € d, then
Faon = (B, —Ejo ) (E, —EZ ). (B}, —El ) =
=E3, - Faon = E3 - (Fa —Fa0) = Ex, - Fq
Now we want to find a subdivision of the arc d such that the division points will be

outside of the set ojlf(l:l, ..., Iy) (in order to apply theorem 1).

We denote by d the closed arc on o, containing d.This arc is continued to both
sides and does not contain the points of intersection with ¢,,/, m" # m.

We set d = Afi where &; = @, {i; = &". For simplicity we denote o’ = A and
o'’ = u? and then we obtain

P~

<o <a’ <@
Let ] be defined in the same way as in the theorem 1. In order to choose the

necessary sequence of the polygons @, let us divide the interval

3
a’SaSa”+E (a'" —a")

into 2m + 3 equal parts.

O = o' + om (a'" —a"), k=0,1,....2m+ 3,

where m is supposed to be large enough and we apply lemma 4 for
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_ ! I __ ! r_ 12
Q1 = Ook—2me o = Qok—1,m 0 = Ok m»
A = Wyprm k=12,....m +1
Then there exist m + 1 points Ogm, K=12,...,m +1 such that
o <o Sy S0y <03y SOy < 0ym <. < Oomm =
=a’ < O(,2m+1,m S Om+im S 0(,2m+2,m < 0(,2m+3,m <a.
For the intervals
1 1
E (ak—l,m + ak,m) fas E (ak,m + O‘k+1,m)
for1 <k <mand
1
O(l'm S (04 S E (al,m + azlm),
1
E(am,m + O‘m+1,m) Sas Om+1,m
for k = 1 and k = m, correspondingly, we have
Ap p(@) —p(am) _ 4m ,
A_a = a—a < a’ —ao [p(a2k+1,m) - p(aZk—l,m)]' (21)
Ak,m km

It means in particular that oy, & KerAg'A;, because otherwise there would exist

the vector ¢, such that
(El{ak,n}(pno! (pno) #0
and therefore, we have

Ap
Ao

_ p(ak,m) - p(ak,m - S)
€

1 1
2 Z (E*{on}@n,» <Pn(,)g -
0

Ak,m

contradicting the formula (21).

Let A = (e Biomms -+ Yiem)» WHere By o, ..., Yiem i defined such that
Mem€d, k=12,,..., m+1
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Let us draw the polygon

cI)m = )Lo)kl,m' . }Lm_llm}\m,m |J'0’
def

dk,m:}‘k,m}‘k+1,m C op, k=l,2,...,m,

with the help of intermediate points A; ,, we form the operators ®4,__ and

dm = Al,m}\m+1,m- SO, cI)m = [}\Ohl,m U dm]\[uo)\m+1,m]'

Then for g € (H), f € H' according to theorem 1 we have

(8 <de - Z ‘de'm) Eb| = (g,z (de,m - ‘de,m) Fif)| <
k=1 k=1
~ 3 = 1
< C(ms {(g) D UWE Fa D)+ (22)
=1

= 1
£ (Pg, 80 <<<ij>> + <<W&‘k,mFif>>)}
k=1

Now we shall find the upper bounds of all the terms of the right hand side of the
inequality (22).

It is easy to verify that

m 1
D (WS Fa,,0) < Vme(D - const (23)
k=1 me
and
1
(W Fif) < vme, (), 249
ifonly f € H'.

And now applying lemma 5 we prove that
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m
D @, <l
k=1

where c,, does not depend on the choice of m.

According to the definition of &4 we have

B

_ n — ] — —
Af(_m(bdk,m = E[}‘k—l,m' lk'm]q)dk,m = q)dk,m’l = 1,2,...,11 1

So, for v € (H) we have

1| Ax(Am)  Bis o+ Big
(4,2 : : : P Pg 00 =
An—l(xk,m) Bn—1,3 Bn—l,n
Al()\k,m) Bis Bin
= : : : P[PV || S
An—l(}‘k,m) Bn—1,3 Bn—l,n

< Cag(Okr1m — N m) ”‘Dak,mU” =
= C29(0‘k+1,m - o(k,m) «cbak,mu))'
(take into account that ||A]- (Ak,m)E;\;m ” < (akﬂ,m — tm) " C)

for v € (H).

Furthermore,

1
(%A% (i) P, 0)) = [| 4% (o) Py ]| =

Bim (B\t,m)_lAEI(Aklm)Cde'mU|| < Cap ”Cbak‘mU” < C31 (P, 0))

Also we have

(ak,m - (Xg,m) <chk,mf' ch{;'mf> = — (Al ()\k,m)q)dk,mf' de&mf) +

(25)
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1 1
+ (Al (Af,m)q)dk,mf' def'mg) = — (AozAl()\k.m)chk‘mf’ AOZq)df,mg) +
_1 _1
+<A02cbdkmf’ AozAchd{mg ),
for all f, g € (H). Therefore, the relation

1 1 (*)
by by =—mP A 2D .
dk,m d{’,m ak,m _ af,m dk,m {I: 0 dk,m]

1 1 1
. [AOZAl()\{)’m)d)df'm] - [AOZAI(Ak,m)Cde’m] AOZQJdem} ®q,

holds and the formula (25) follows from Lemma 6.

Thus, because in view of (22), (23), (24) and (25) we obtain

(& (de -> %am) Fif)
k=1

< ¢'(], f)m'l_10 {((g» +(g Z Py, . gﬁ} <
k=1

(26)
. _1
< €"(J, f)m™10((g))
Taking into account that g is arbitrary this estimate gives
N N
(((de - Z q)dk'm> F;f)) < C(J,f)m™10 (27)
k=1

forfe H' .
Then let us prove this estimate for all f € (H).

Let now J run a sequence j,,,m = 1,2,...such that

Ujm =R,

We choose the orthonormal basis @, @5, ... used under defining the base function
p(a) such that for each ¢, there exists m’, such that the relation
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F; ¢@p =@y
holds.

It follows from (27) that

<<(de - %km) Fif)) < Cao(Hm 10
k=1

for all f € X"y, @y (number of items is finite). Taking into account that
lim Fy = Fq, we obtain

m—oo
m
(Fd — lim Z(:de >ij= 0
m—oo ,m
k=1
for all f € X.f"x, y. Let now f be an arbitrary element from (H), then for arbitrary
e > 0 there exists f’ € X"y, ¢} such that
f=f+f",

where ({(f"')) < €. Then

(D @, F=Fah) < () Ba, ' = Fal) + () @qy, ) <
k=1 k=1 k=1

m

S Ba, £ = Faf D+ (Faf ) + (O @g £7)) <
k=1

k=1

m
< ((Z Dq, f" — Fqf’)) + € - const,
k=1
hence,

m
((Z g, f—Fqf)) < e const,
k=1

and

m-—oo

m
Fa,f= lim > &g fe(H).
k=1 ’
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The following expression which corresponds to the polygon @,

t _1
q)do,m + q)am, Z oy LEBST “ JEPS1 ER (ka'm) AYS

m )Lkm 7‘k 1,m’k, m] }Lkm Am }‘k—l,m}‘k,m]
coincides with the following expression
Z Py T Patgy T (Dam,m —Pg
k=1
where
— 10 — 0
dO,m =X Al,m' dm,m - )Lm,mu .

Let us prove that &g > 0 and ®5  —Pq,.. 0,

For &3  we have
m,m

where
1
Gapm = Eaim - LB

m,m [Am muo]

and Efxm,mu“] is spectral family of the operator
— t - t

[BitAn(R™)]" = {BihAn(1®) + (1§ — n1}
According to lemma 5 it follows that Eﬁmmuo] - EJo where E [, -is the orthogonal
projection on the kernel of the operator

-1 0 t
[BVmAn(H )]

relating to (-,-) v = lim v™.
Since

1 n—-1 1 n—-1
E)\;n,m "'Ek;ﬁn,m d E}\uo E}\uo ,
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we have

lim G

m-—oo dm.m

f=E..Epf, fEH,
Applying relation
(Elo .. Do ) H = F{uO}(H).
and to Theorem 2 we have
0yf — (-1 .nl -1
F{p. }f = CE;O---E::O EHO ESO(B\E) AO-

Thus, the relation

lim Cbammf = F{HO}f

m-—oo

holds for all f € (H).

We have to prove the similar equality for &4 . Since Eﬁm wAmsaml is the spectral

family of the operator [B\}%An(u(m))]twhere Amm = 1, the distance |pu™p°| with
respect to the distance |W™ Ay | and |W™A 41 m| tends to zero for m — eo. Thus,
if Amm # 1O then the suppositions of the Theorem 2 of [1] holds for the operator

[B\jnllAn(um)]t and [By 1A, (1®)]t, wherev = lim v,,. Then we have
m—oo

lim Efj ]f=EEof, feH

m-—oo [}‘m,m}‘m+1,m
and, therefore,
lim @4 f= F{u°}f.
m-—>co g
In the same way, for @4 we obtain lim &4 f=0 taking into account that A° ¢ d.
: mooo  do,

This concludes the proof of the formula (18).

If the arc d,,, contains the points of intersection with the other curves then the small
arcs in the neighbourhood of this point A can be neglected. Let d, be some small arc
containing A and d, < d.
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Let Gq, = Ej- ..EREf,, where A" €dy and dy =&n and let [A—§& = [A—n].
Then, applying lemma 5 we obtain

(}}i\r_r)ll G, f = Ex(d) .. E} 7' (d)EY,

where EJ is the operator of the orthogonal projection on the kernel of the operator
[By A, (u®)]*with respect to the scalar product (, By +),¥ = (Vy,..., V), Where ¥
are the angles between corresponding tangents of the curve d at the point A and their
projections. Thus,

_ -1 .l n-1p1 (pt Y71
Fo, = j Cetrz.ppiy "B ER E§, (Bg,) Ao

Om

The formula (20) follows from the facts like

Ea = F(—oalx(-e0,)x..x(e040) = Fle00,..,00)

Thus, theorem 2 is proved.

REFERENCES

1. M.S. Almamedov and A.A. Aslanov, An Analytic Structure of the Real Spectrum of
Multiparameter Operator System, Khazar Journal of Science and Technology, Vol. 1,
Nel, 2017, pp.5-26.

2. F.V. Atkinson, Multiparameter spectral theory, Bull. Amer.Math.Soc., 74 (1968), pp.1-
27.

3. M. Sh. Birman, M.Z. Solomyac, The spectral theory of self-adjoint operators in
Hilbert space, Leningrad, 1980. (Russian).

4. PJ. Browne, Abstract multiparameter theory, I, J.Math., Anal. Appl., 60 (1977)
pp.259-273.

5. H.O. Cordes, Separation der variablen in Hilberstchen raumen, Math. Ann., 125
(1953), pp. 401-434.

6. H.O. Cordes, Uber die Spectralzerlegung von hypermaximalen Operatoren die durch
Separation der Variablen zerfallen, I, Math. Ann., 128 (1954), pp.257-289; 0, Math.
Ann., 128 (1955).

7. H.A.Isayev, Questions in the theory of self-adjoint multiparameter problems, Spectral



The Integral Representation of the Spectral Measure of the Multiparameter Problems 59

Theory of Operators, Proc. Second All-Union Summer Math. School, Zagulba, 1975,
“Elm”, Baku, 1979, pp.87-102. (Russian).

8. H.A. Isayev, Introduction to general multiparameter spectral theory, Spectral Theory
of Operators, n0.3, “Elm”, Baku, 1980, pp. 142-201. (Russian).

9. H.A. Isayev, Lectures on multiparameter spectral theory. The University of Calgary.
Department of Mathematics and Statistics. Calgary, 1985.

10. H.A. Isayev, Glimpses of multiparameter spectral theory. Ordinary and partial
differential equations, volume 111, Proceedings of the Eleventh Dundee Conference,
1990, Pitman Research Notes in Math., Series 254.

11. H. Wolkmer, On multiparameter theory. J. Math.Anal.Appl., 86 (1982).

Abstract

This article is devoted to the construction of the joint spectral measure of self-adjoint
commutative family of separating system affiliated with self-adjoint multiparameter spectral
operators A;—A;Bj; — - — ApBjn, j = 1,2, ..., n. If tensor-determinant A, = d%t(B]-k)j -

is positive definite operator and operators A,, ..., A, have compact resolvents except one,
then separating system of operators AgtA,, ..., Ayt A, admit closures and this closures
At Ay, ..., Ayt A, are self-adjoint and pairwise commutative in tensor product. Joint spectral
measure of this commutative family can be represented in the integral form by means of
spectral measures of Aj—A;Bj; — -*—A;Bjp, j =1,2,...,n,A €R"
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