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Introduction 

We consider Multiparameter operator system  A(λ) = (A1
 (λ),… , An

 (λ)), where 

Aj = Aj − λ1Bj1 −⋯− λnBjn       j ∈ {1, … , n},   λ = (λ1, … , λn) ∈ ℂ
n 

Let be Aj, Bjk  self-adjoint operators acting in Hilbert spaces Hj,  furthermore we 

assume, that A1, … , An−1  are operators with compact resolvents, and Bjk are 

bounded.  

For each multiparameter operator system A(λ) we associate family of determinant 

operators ∆0, ∆1, … , ∆n,  acting in tensor product Hj⊗…⊗Hn  of initial Hilbert 

spaces   H1, … , Hn (see [8], [9], [10] also [2], [4]. 

By definition 

∆0= ∑𝜀𝜎
𝜎

B1𝜎(1)⊗…⊗Bn𝜎(n) 

and ∆j is the determinant which the j -th column consists of A1, … , An  istead of 

Bj1, … , Bjn  from ∆0.  
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The separating system of operators Γ1 = Δ0
−1∆j, … , Γ1𝑛 = Δ0

−1∆n  under the 

assumption that (Δ0x, x) ≥ α(x, x)  for some α > 0 and all  x ∈ H admit closures, 

and Γ̅1, … , Γ̅n  are self-adjoint commuting operators in tensor product H = H1⊗

…⊗Hn with weighted inner product 〈x, y〉 = (Δ0x, y)  (see [4], [7], [9], [10], [11]. 

In our previous works (see, for example, [1]) we have investigated the analytic 

structure of multiparameter spectral problems, applying the technique of 

multidimensional complex analysis. 

Here we are going to construct the joint spectral measure of Γ̅1, … , Γ̅n by spectral 

measures of original self-adjoint operators A1(λ),… , An(λ), λ ∈ R
n using based on 

the ideas and techniques of the works [1], [5], and [6]. 

This problem was solved by H.O. Cordes [5], [6] in particular case of two - parameter 

system and further, in addition, operators Bjk are assumed to be commutative and 

having certain (positive or negative) signs. 

Let σ be some analytic curve consisting of the points 

λ ∈ σ[A1
 (λ)] ∩. . .∩ σ[An

 (λ)] ∩ R𝑛, 

and d be some arc in this curve such that d does not intersect other spectral curves; 

d = λ0μ0 where λ0 and μ0 are the ends of the arc d, moreover, λ0 ∉ d and μ0 ∈ d 

and λ1
0 < μ1

0. 

Let λ̅ denote the midpoint of the line segment [λ0, μ0]. Furthermore, let νj  be the 

angle 

νj = (Pr(λ1,λj)[λ
0, μ0])

∧
Oλ1⃗⃗ ⃗⃗ ⃗⃗  ⃗,   j = 2, . . ,n,  and 

Bν = tgνn ∙ Bnn+. . . +tgν2 ∙ Bn2 + Bn1. 

And if we denote by 𝜈𝑘
∗ the angle between the projection of the tangent to the curve 

σ on plain (𝜆1, 𝜆k) at 𝜆∗ ∈ d and the axis 𝑂𝜆1, then from the formula (10) of [1] it 

follows that 

tg𝜈k
∗ = (−1)k× 
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×(det (

B11 ⋯B1,k−1  B1,k+1 ⋯ B1,n
⋮ ⋮ ⋮ ⋮ ⋮

Bn−1,1 ⋯Bn−1,k−1  Bn−1,k+1 ⋯ Bn−1,n

)u1⨂. . .⨂un−1, u1⨂. . .⨂un−1)× 

×(det(

B12 ⋯ B1,n
⋮ ⋮ ⋮

Bn−1,2 ⋯ Bn−1,n

)u1⨂. . .⨂un−1,     u1⨂. . .⨂un−1)

−1

. (1) 

where uj ∈ KerAj(λ
∗),    j = 1,2, . . ,n-1. 

It is easy to prove, that for each 𝑥n∈Hn we have 

((tgνn
∗Bn,n+. . . +tgν2

∗Bn,2 + Bn,1)𝑥
n, 𝑥n) = 

= (det(

B12 ⋯ B1,n
⋮ ⋮ ⋮

Bn−1,2 ⋯ Bn−1,n

)u1⨂ . . .⨂un−1, u1⨂. . . ⨂un−1)

−1

×  

×(Δ0u
1⨂. . . ⨂un−1⨂𝑥n, u1⨂. . .⨂un−1⨂𝑥n) ≥ 𝑐‖u1‖. . . ‖un−1‖ ⋅ ‖𝑥n‖; (𝑐 > 0).  

It is clear that tgνn
 ≈ tgνn

∗  for small arcs d, consequently Bυ ≫ 0. 

Let (Hn)ν  be a Hilbert space consisting of Hn  with the scalar product (⋅,⋅)ν =

(⋅, Bν
∗). We denote the orthogonal projection operators on the kernel of the operators 

Aj
t(λ∗), j = 1, . . ,n-1. considered as operators in H1⨂. . .⨂Hn−1⨂(Hn)ν  by Eλ∗

j
. 

We also denote by E∝
n(λ, ν)  the spectral family of the operator [Bν

−1𝐴𝑛(λ)]
𝑡 

considered as the operator in H1⨂. . .⨂Hn−1⨂(Hn)ν. 

Furthermore, we set 

∝0=
μ1
0 − λ1

0

2
|

1 tgν2
 ⋯ tgνn−1

 

tgνn
 1 ⋯ tgνn−2

 

⋮ ⋮ ⋮ ⋮
tgν3

 tgν4
 ⋯ 1

|+. .. 

+(−1)𝑛−1
μn
0 − λn

0

2
|

tgν2
 tgν3

 ⋯tgνn−1
 tgνn

 

1 tgν2
 ⋯ tgνn−2

 tgνn−1
 

⋮ ⋮ ⋮ ⋮
tgν4

 tgν5
 ⋯   1     tgν2

 

| = 
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= |
|

μ1
0−λ1

0

2

μ2
0−λ2

0

2
⋯

μn
0−λn

0

2

tgνn
 1 ⋯ tgνn−1

 

⋮ ⋮ ⋮ ⋮
tgν2

 tgν3
 ⋯ 1

|
|  

Then 

∝0=
μ1
0 − λ1

0

2
|

1 tgν2
 ⋯ tgνn

 

tgνn
 1 ⋯ tgνn−1

 

⋮ ⋮ ⋮ ⋮
tgν2

 tgν3
 ⋯ 1

| 

According to the formula (1) we can see that tg𝜈k
∗ becomes small enough if we 

multiply Bj1
  by a small enough number 𝜀. Without changing the notations let us 

consider that the condition is satisfied, i. e., the absolute value of tg𝜈k
∗  is small 

enough number. Then we have 

α0 = (μ1
0 − λ1

0)c, 

where c > 0.  

Furthermore, we set 

E[λ0,μ0]
n = Eα0 

n (λ̅, ν) − E−α0 
n (λ̅, ν) 

(here λ̅ is a midpoint of the line segment [λ0, μ0])  

Let us also determine the operator 

Gd=E𝜆∗
1 ...E𝜆∗

n−1E[𝜆0,𝜇0]
n  (2) 

acting on the space H1⨂. . .⨂Hn−1⨂(Hn)ν Now we shall construct the projector 

equivalent to the previous one which projects onto the range of values of the operator 

Gd with respect to metrics 〈∙,∙〉 = 〈∙, ∆0 ∙〉 . 

Lemma 1. The projector in the space 〈H〉,which is equivalent to the projector Gd, 

can be represented in the form 

Φd = CGd
−1Gd(Bν

t )−1Δ0, 

where CGd
  is defıned from the equation 
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(u, Bν
1, CGd

 𝜈) = (u, Δ0𝜈) 

for arbitrary elements 

u, 𝜈 ∈ 𝑅(Gd). 

To prove the lemma see Cordes H.O. (1955) [6], lemma 9. 

Now we wish to show that for the small arcs d the operator Φd  represents some 

suitable approximation of the operator 

Fd = ∫dEα1
1 . . . Eαn

n

 

d

, 

where Ej is the spectral family of the operator 

Γj = ∆0
−1Δj, j ∈ {1,2, . . . , n}. 

This is the main goal of this article. 

Let d⊂d̂⊂𝜎m ,   d̂∩𝜎m′ = ∅  m′ ≠ m  and d̂  contain both ends and Ĵ  be the 

parallelepiped which is parallel to the coordinate axis, moreover, d̂ ∈ Ĵ. 

Now we set 

f11(𝜈) = 1 f12(𝜈) = tg𝜈2 ⋯ f1n(𝜈) = tg𝜈n
f21(𝜈) = tg𝜈𝑛 f22(𝜈) = 1 ⋯ f2n(𝜈) = tg𝜈𝑛−1

⋮ ⋮ ⋮ ⋮
fn1(𝜈) = tg𝜈2 fn2(𝜈) = tg𝜈3 ⋯ fnn(𝜈) = 1

 

Let tjk(𝜈) be the cofactor of the element fjk(𝜈) of the matrix (fjk(ν))
nxn

. 

Let us recall now operators Γ1(λ, ν)  introduced in the work [1] and their 

representation by formulas (31) − (3n). 

It is easy to see that if λ = (λ1, . . . , λn) is not joint eigenvalue of the operators 

Γ̅1, . . . , Γ̅n then Γ1(λ, ν) is invertible. In fact, if Γ1(λ, ν)x = 0, x ≠ 0, then F{λ} ≠ 0. 

Now it follows from [3] (see VI §5) that there exists y ∈ 〈H〉 such that Γjy = λjy , j =

1,2, . . , n and we have a contradiction. 
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1. The Approximation of the Joint Spectral Measure of the  

Multiparameter Problem 

 

Now we are going to approximate the joint spectral measure of the commutative 

family of self-adjoint operators Γ̅1, … , Γ̅n  by means of the spectral measures of 

multiparameter self-adjoint operators A1(𝜆), …, An(𝜆), λ ∈ R
n 

Theorem 1. Let both ends λ0, μ0 of the arc d not be joint eigenvalues of the operators  

Γ̅1, . . . , Γ̅n and denote 

Wd = α0
2|Γ1(λ

0, ν) ∙ Γ1(λ
0, ν)|−1, 

where α0
  is determined according to the formulas (11) and d is inside of a small 

enough arc d̂. 

Then for each g ∈ 〈H〉,  f ∈ D(Wd
𝛾
)and for 0 < 𝛾 <

1

2
 we have the estimation: 

|〈g, (Fd - Φd)Fjf〉|≤α0
q
C(γ,Ĵ){〈〈g〉〉 〈〈Wd

γ
Fdf〉〉+〈〈Φdg〉〉[〈〈f〉〉+ 〈〈Wd

γ
f〉〉]},  (3) 

where the constant c(γ,Ĵ) does not depend on the location of d on d̂ and 0 < q < 1.  

Before to start its proof, let us note two simple consequences of this theorem. 

Corollary 1. If  fn → f and Wd
γ
fn→Wd

γ
f  for some 0 < γ <

1

2
 and fn ,f ∈ D(Wd

γ
), 

then 

(Fd - Φd)Fĵfn  
s
→ (Fd - Φd)Fĵf . 

Corollary 2. If the points  ξ(n),η(n) are not joint eigenvalues of the operators 

Γ̅1, . . . , Γ̅n and 

lim
n→∞

ξ(n)= lim
n→∞

η(n), 

then 

lim
n→∞

F[ξ(n),η(n)]Fĵf = limn→∞
Φ[ξ(n),η(n)]Fĵf  
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on the dense set 

⋃D(Wd
γ
) ⊂ 〈H〉.

γ

 

Proof. We set 

α'=min
λ'∈d
{|(λ1

′ -λ1
 )t11(𝜈)+. . . +(λn

′ -λn
 )t1n(𝜈)|} 

α''=max
λ'∈d

{|(λ1
′ -λ1

 )t11(𝜈)+. . . +(λn
′ -λn

 )t1n(𝜈)|}. 

It is clear that 

α'〈〈Fdf〉〉≤〈〈Γ1
 (λ,𝛎)Fdf〉〉≤α

''〈〈Fdf〉〉. (4) 

Now, we shall represent the difference (Fd - Φd)F𝐣̂ as a sum of several terms and 

estimate all of them separately. 

Let α̂ be a length of the arc d̂ which is less than 1 and also α0 ∈ (0,1). 

We draw parallel hyperplanes through the lıne [λ0, μ0]with the distances between 

them equal to α0
1−𝜀0 and denote their points of intersection with the curve 𝜎m ⊃ d by 

λk, μk;   k = 1,2, . . . , r. 

Let us choose the natural number r such that the following relation 

(r − 1)α0
1−𝜀0<α0

(1−𝜀0) 2⁄ ≤ rα0
1−𝜀0 

holds. If  d̂ is chosen to be small enough then the whole arc λrμr can be put into the 

paralielepiped 
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Denote 

dk
′ = λk−1λk , dk

′′ = μk−1μk, 

Then 

(Fd - Φd)F𝐣̂=( 𝟏- Φd)Fd - Φd(F𝐣̂ - F𝐉)- 

∑Φd (F𝐝𝐤
′  + F𝐝𝐤

′′)

n

k=2

−Φd (F𝐝𝟏
′  + F𝐝𝟏

′′). 
(5) 

Let us estimate all four terms separately:  

We have 

1) ΦdGd = Gd, therefore, 

(I- Φd)Fd = (I- Φd)(I- Gd)Fd 

and 

〈〈(I- Φd)Fdf〉〉 ≤ √2〈〈(I- Gd)Fdf〉〉 ≤ √2 〈〈(I − E𝜆∗
1 + E𝜆∗

1 − 

Eλ∗
1 Eλ∗

2 +. . . −Eλ∗
1 . . . Eλ∗

n−1 + Eλ∗
1 . . . Eλ∗

n−1 − Eλ∗
1 . . . Eλ∗

n−1E[λ0,μ0]
n )Fdf〉〉 ≤ 

≤ √2 〈〈(I − Eλ∗
1 )Fdf〉〉+. . . +√2 〈〈(Eλ∗

1 . . . Eλ∗
n−1 (1 − E[λ0,μ0]

1 ))Fdf〉〉 

According to lemma 1 of the work [1] we have 

(I − Eλ∗
1 )Fdf− {Aj

t(λ∗)|
R[Aj

t(λ∗)]
}

−1

(I − Eλ∗
1 )∑Bjk

t (ν)

n

k=1

Γ̅k(λ
∗, ν)Fdf. (6) 

It is clear that 

〈〈Γ̅k(𝜆
∗, ν)Fdf〉〉 ≤ c2α0〈〈Fdf〉〉, j = 1,2, . . . , n (7) 

(for k = 1 it follows immediately from (4), and for the other k it is true too due to 

the same arguments). 

Hence 
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〈〈(I − Eλ∗
j
) Fdf〉〉 ≤ c3α0〈〈Fdf〉〉, j = 1,2, . . . , n − 1 (8) 

Furthermore, again, according to lemma 1 of the work [1], we have 

(I − E[λ0,μ0]
n ) [Bν

−1An(λ̅)]
t
FdWdf = 

=∑(I − E[λ0,μ0]
n )

n

k=1

(Bν
1)−1Bnk

t (ν) ∙ Γ̅k(λ̅, ν)WdFdf  

and consequently, 

(I − E[λ0,μ0]
n )FdWdf − ([Bν

−1An(λ̅)]
t
)
−1
(I − E[λ0,μ0]

n )FdWdΓ̅1(λ̅, ν)Fdf = 

∑{[Bν
−1An(λ̅)]

t
}
−1
(I − E[λ0,μ0]

n )

n

k=2

(Bν
t )−1Bnk

t (ν) ∙ Γ̅k(λ̅, ν)WdFdf 

 

(9) 

(here by definition Bn1
 (ν) = Bν).  

By denoting the operators 

X = (I − E[λ0,μ0]
n )FdWd, 

Q = Γ̅1(λ̅, ν)Fd, P = {[Bν
−1An(λ̅)]

t
}
−1
(I − E[λ0,μ0]

n ) 

V =∑{[Bν
−1An(λ̅)]

t
}
−1
(I − E[λ0,μ0]

n )

n

k=2

(Bν
t )−1Bnk

t (ν) ∙ Γ̅k(λ̅, ν)WdFdf 

we obtain the following operator equation 

X − PXQ =  V. (10) 

Now let us recall the following proposition from [6]. 

Lemma 2 (Cordes H.O.) Let H0 be a Hilbert space, B be the self-adjoint operator 

in H0 ,where B ≫ 0 , HB  be a Hilbert space which can be obtained from H0  by 

introducing the scalar product 
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(u, υ)B = (u, Bυ)0, u, υ ∈ D(B). 

Furthermore, let P be a bounded self-adjoint operator in HB and Q be a bounded 

self- adjoint operator in H0  and 

‖P‖B ≤ γ, ‖Q‖0 ≤ γ
−1. 

Let the inverse operator  W = [1 − (γQ)2]−1 exist as (possibly unbounded) 

operator on the dense subset 

D(W) ⊂ H0. 

Let us assume that V is defıned everywhere in H0 and if υ ∈ H0, then Vυ ∈ HB and 

‖Vυ‖B ≤ Cν‖υ‖0 

Then the operator equation 

X − PXQ =  V 

has the solution X which is defıned in 

D(X) =⋃D(W1+γ)

γ

, γ ∈ (0,
1

2
] 

and which can be represented as a sum of convergent series in the sense of the 

metric ‖u‖B 

Xυ = ∑PnVQnυ

∞

n=0

, υ ∈ D(X) 

Xυ ∈ HB      υ ∈ D(X) 

and the estimation 

‖Xυ‖B ≤ CυC(γ)‖W
1+γυ‖0 

holds for all 

υ ∈ D(W1+γ), 0 < 𝛾 <
1

2
. 

We can see that the equation (10) satisfies the hypotheses of the Cordes's lemma 
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and WFd = WdFd. Here the main points are the inequalities 

〈〈Γ̅j(λ
∗, ν)Fdf〉〉 ≤ c4α0

2〈〈Fdf〉〉, j = 1,2, . . . , n 

which follow from the fact that the integrand under the calculation of 〈〈Γ̅j(𝜆, ν)Fdf〉〉 

is equal to the following expression 

(λ1
, − μ1

0)tj1(ν)+. . . +(λn
, − μn

0)tjn(ν). 

But for small arcs d we have 

λn
0 − μn

0

λ1
0 − μ1

0  = tgνn +On(α0) 

and hence, 

(λ1
, − μ1

0)tj1(ν)+. . . +(λn
, − μn

0)tjn(ν) = C5 |
|

1 tgν2 ⋯ tgνn
⋮ ⋮ ⋮ ⋮

O1(α0) O2(α0) ⋯ On(α0)
⋮ ⋮ ⋮ ⋮
tgν2 tgν3 ⋯ 1

|
|, 

where Ok(α0), k ∈ {l, 2, . . . , n}  are elements of the j-th row of this matrix.  

Thus, according to the Cordes's lemma we have 

‖𝐗𝐠‖ ≤ 𝐂𝟔𝐂(𝛄)α0 〈〈Wd
1+γ
Fdf〉〉, 

g ∈ D(WdFd)
1+γ. 

Hence we obtain 

‖(I − E[λ0,μ0]
n )Fd(WdFd)f‖ ≤ 𝐂𝟔𝐂(𝛄)α0 〈〈Wd

γ(WdFd)f〉〉. 

The operator WdFd has the inverse in the R(Fd) and since the set {WdFdf, f ∈

D(Wd)
 }  is dense in {Fd〈H〉}

1.  

Furthermore, 

〈〈(I − E[λ0,μ0]
n ) Fdg〉〉 = 〈〈(I − E[λ0,μ0]

n ) Fdg1〉〉 ≤ 𝐂𝟔𝐂(𝛄)α0 〈〈Wd
γ(WdFd)f〉〉, 
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for all g = g1 + g2 ∈ D(Wd
γ
), where g1 ∈ R(Fd)̅̅ ̅̅ ̅̅ ̅̅  and g2 ∈ KerFd.  

As a final result, we obtain 

〈〈(I − Φd)Fdg〉〉 ≤ α0𝐂𝟕𝐂(𝛄) 〈〈Wd
γ
Fdf〉〉 + 

√𝟐 ∙ n𝐂𝟑α0〈〈Fdf〉〉 ≤ α0C8C
′(γ)[〈〈Wd

γ
Fdf〉〉 + 〈〈Fdf〉〉]. 

where 

Eδj
j
= Eμj

,
j
− Eλj

,
j
 , j = 1,2, . . . , n  

 

Γ1(𝜆̅, ν)Fĵ = Δ0
−1 |
A1(𝜆̅) B12 ⋯ B1n
⋮ ⋮ ⋮ ⋮

An(𝜆̅) Bn2 ⋯ Bnn

| Fĵ 

Therefore 

Φd(I − Eδ1
1 )Fĵ = CGd

−1Gd(B𝜈
t )−1Δ1(λ̅)Γ1

−1(λ̅, 0)(I − Eδ1
1 )Fĵ. 

where Δ1(λ̅) is obtained from Δ1 if we take Aj(λ̅) instead of  Aj, j = 1,2, . . . , n. 

The distance from a point λ̅ to the boundary of the parallelepiped j ̂is chosen more  

than a const. α0
(1−ε0) 2⁄  , so, we have 

Γ1
−1(λ̅, 0)(I − Eδ1

1 )Fĵ ≤ C9α0
−(1−ε0) 2⁄  

Furthermore, 
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Eλ
j
∗ Aj

t(λ̅) = Eλ
j
∗ [Aj

t(λ∗) +∑(λk
∗ − λ̅)Bjk

t

n

k=1

]. 

Then 

GdAj
t(λ̅) ≤ C10α0, j = 1,2, . . . , n − 1 

(note that |λk
∗ − λ̅| ≤ C′α0 ) 

It is clear that 

Gd(Bν
t )An

t (λ̅) ≤ C11α0. 

Then we have the relation 

〈〈Φd(I − Eδ1
1 )Fĵf〉〉 ≤ C12α0

1−(1−ε0) 2⁄ 〈〈f〉〉 = C12α0
(1+ε0) 2⁄ 〈〈f〉〉. 

Similarly, for the other terms in (11) we conclude 

 

3) Let νj
kbe an angle between the projection of the line [λ ̅, λk] on the plane (λ1, λj) 

and the axis 0λ1⃗⃗ ⃗⃗ ⃗⃗  , like so νj
k∗also be an angle between the projection of the line  

[λ∗, λk] on theplane (λ1, λj) and the axis 0λ1⃗⃗ ⃗⃗ ⃗⃗  , 𝑘 ≥ 2. 

It is clear that  

νj
k − νj

k∗ < C14α0, j = 2,3,… , n 

Then  

ΦdkFdk
′
 = CGd

 
−1Gd

 (Bν
t)−1Δ0Fdk

′ = 
  

= CGd
 
−1Gd

 (Bν
t )−1

−1
||
1 tgν2

k ⋯ tgνn
k

⋮ ⋮ ⋮ ⋮
tgν2

k tgν3
k ⋯ 1

|

−1

∙ |
B11(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn1(ν

k) ⋯ Bnn(ν
k)
| F
dk
′
 = 
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= CGd
 
−1Gd

 (Bν
t)−1 ||

1 tgν2
k∗ ⋯ tgνn

k∗

⋮ ⋮ ⋮ ⋮

tgν2
k∗ tgν3

k∗ ⋯ 1

|

−1

∙ |
B11(ν

k∗) ⋯ B1n(ν
k∗)

⋮ ⋮ ⋮

Bn1(ν
k∗) ⋯ Bn,n(ν

k∗)

| F
dk
′
 + 

+CGd
 
−1Gd

 (Bν
t)−1 ∙ 

∙ ||
1 tgν2

k ⋯ tgνn
k

⋮ ⋮ ⋮ ⋮
tgν2

k tgν3
k ⋯ 1

|

−1

∙ |
B11(ν

k) B12(ν
k) ⋯ B1n(ν

k)

⋮ ⋮ ⋮ ⋮
Bn1(ν

k) 0 ⋯ 0
| F
dk
′
 + Ω, (13) 

where Ω  is the operator, for which we have 

〈〈Ω〉〉 ≤ C15α0 〈〈Fdk
′
 f〉〉. 

Let us prove that the first term on the right hand side of (13) has an upper bound. 

From the first equation of the system (6) it follows that of the work [1] 

|
A1(λ

∗) B11(ν
ℓ∗) ⋯ B1n(ν

ℓ∗)

⋮ ⋮ ⋮ ⋮

An−1(λ
∗) Bn−1,3(ν

ℓ∗) ⋯ Bn−1,n(ν
ℓ∗)

|

t

f = 

= |
B11(ν

ℓ∗) B13(ν
ℓ∗) ⋯ B1n(ν

ℓ∗)

⋮ ⋮ ⋮ ⋮

Bn−1,1(ν
ℓ∗) Bn−1,3(ν

ℓ∗) ⋯ Bn−1,n(ν
ℓ∗)

|

t

∙ Γ̅1(λ
∗, νℓ

∗
)f + 

+ |
B12(ν

ℓ∗) B13(ν
ℓ∗) ⋯ B1n(ν

ℓ∗)

⋮ ⋮ ⋮ ⋮

Bn−1,2(ν
ℓ∗) Bn−1,3(ν

ℓ∗) ⋯ Bn−1,n(ν
ℓ∗)

|

t

∙ Γ̅2(λ
∗, νℓ

∗
)f 

By multiplying this equation on the left Gd
 (Bν

t )−1Bnj
t (νℓ

∗
), j = 2,… , n and taking 

Γ̅1(λ
∗, νℓ

∗
)F
dℓ
′
 f instead of f and also taking into account that Gd

 A(λ∗) = 0, 

 j = 2,… , n we have 

Gd
 (Bν

t )−1Bnj
t (νℓ

∗
) |
B11(ν

ℓ∗) B13(ν
ℓ∗) ⋯ B1n(ν

ℓ∗)

⋮ ⋮ ⋮ ⋮

Bn−1,1(ν
ℓ∗) Bn−1,3(ν

ℓ∗) ⋯ Bn−1,n(ν
ℓ∗)

|

t

F
dℓ
′
 = (14) 
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= −Gd
 (Bν

t)−1Bnj
t (νℓ

∗
) ∙ 

∙ |
B12(ν

ℓ∗) B13(ν
ℓ∗) ⋯ B1n(ν

ℓ∗)

⋮ ⋮ ⋮ ⋮

Bn−1,2(ν
ℓ∗) Bn−1,3(ν

ℓ∗) ⋯ Bn−1,n(ν
ℓ∗)

|

t

Γ̅2(λ
∗, νℓ

∗
)Γ̅1(λ

∗, νℓ
∗
)F
dℓ
′
  

It is easy to prove that 

〈〈Γ̅j(λ
∗, νℓ

∗
)F
dℓ
′
 〉〉 ≤ const ∙ (k + 1)(𝛼0

1−𝜀0)
2
, j = 2,… , n 

and 

〈〈Γ̅j(λ
∗, νℓ

∗
)F
dℓ
′
 〉〉 ≤ k ∙ const ∙ 𝛼0

1−𝜀0 . 

Then 

〈〈Γ̅j(λ
∗, νℓ

∗
)Γ̅1
−1(λ∗, νℓ

∗
)F
dℓ
′
 〉〉 ≤ const ∙ 𝛼0

1−𝜀0 . 

and 

⟨⟨CGd
 
−1Gd

 (Bν
t)−1 |

1 tgν2
k∗ ⋯ tgνn

k∗

⋮ ⋮ ⋮ ⋮

tgν2
k∗ tgν3

k∗ ⋯ 1

|

−1

∙ 

(15) 

∙ |

B11(ν
k∗) B12(ν

k∗) ⋯ B1n(ν
k∗)

⋮ ⋮ ⋮ ⋮

0 Bn2(ν
k∗) ⋯ Bnn(ν

k∗)

| F
dk
′
 ⟩⟩ ≤ C16C(𝛾) ∙ 〈〈Wd

γ
f〉〉 . = 

Now let us estimate the second term on the right-hand side of the equation (13). 

Again according to the formulas (6) (see [1]) we have 

(Bν
t )−1An

t (λ̅)Γ̅1
−1(λ̅, νk)F

dk
′
 = (Bν

t )−1B11
t (νk)F

dk
′
 + 

+(Bν
t )−1Bn2

t (νk)Γ̅2
 (λ̅, νk)Γ̅1

−1(λ̅, νk)F
dk
′
 +⋯+ 

+(Bν
t )−1Bnn

t (νk)Γ̅𝑛
 (λ̅, νk)Γ̅1

−1(λ̅, νk)F
dk
′
  . 
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Gd(Bν
t )−1An

t (λ̅) ∙ 

∙ |
B12(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| (Bν

t )−1 (Bν − Bn1(ν
k))

−1
Γ̅1
−1(λ̅, νk)F

dk
′
 = 

 

= −Gd(Bν
t )−1An

t (λ̅) |

B12(ν
k) ⋯ B1n(ν

k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| (Bν

t )−1Bn1
t (νk)Γ̅1λ̅

−1(λ̅, νk)F
dk
′
 + 

 

+Gd(Bν
t)−1Bn1

t (νk) |

B12(ν
k) ⋯ B1n(ν

k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| F
dk
′
 + 

+∑Gd(Bν
t )−1Bnℓ

t (νk).

𝑛

ℓ=2

 

|
B12(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| Γ̅ℓ
−1(λ̅, νk)Γ̅1

 (λ̅, νk)F
dk
′
 . = (16) 

Let us denote 

X = Gd(Bν
t )−1Bn1

t (νk) |
B12(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| F
dk
′
 , 

and 

V = Gd(Bν
t )−1An

t (λ̅) ∙ 
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∙ |
B12(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| (Bν

t )−1 (Bν − Bn1(ν
k))

t
Γ̅1
−1(λ̅, νk)F

dk
′
 − 

−∑Gd(Bν
t )−1Bnℓ

t (νk).

𝑛

ℓ=2

 

|
B12(ν

k) ⋯ B1n(ν
k)

⋮ ⋮ ⋮
Bn−1,2(ν

k) ⋯ Bn−1,n(ν
k)
| Γ̅ℓ
−1(λ̅, νk)Γ̅1

−1(λ̅, νk)F
dk
′
 , 

then we have 

X − (Bν
t )−1An

t (λ̅)GdXΓ̅1
 (λ̅, νk)F

dk
′
 = V. (17) 

Let us prove that the equation (17) satisfies the hypotheses of the following lemma 

of Cordes H.O.  

Lemma 3 (see [6], lemma 8a). Suppose that the estimates ‖P‖B ≤ ∂P, ‖Q‖0 < ∂Q,

∂P ∂Q < 1  hold for the bounded operators P  and Q  in the spaces HB  and H0, 

respectively. Let the operator V be defıned everywhere in H0, moreover, for 𝜐 ∈ H0 

we have Vυ ∈ HB and 

‖V𝜐‖B ≤ C𝜐‖𝜐‖0. 

Then there exists a unique bounded solution of the equation X − PXQ = V, for 

which we have the expansion 

X = ∑PnVQn
∞

n=0

 

and the estimate 

‖X𝜐‖B ≤
C𝜐

1 − ∂P ∂Q
‖𝜐‖0, 𝜐 ∈ H0. 

We have already known the estimate for the operator 

P = (Bν
t )−1An

t (λ̅)Gd, 

namely 

〈〈P〉〉 ≤ 𝛼0
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And for Q = Γ̅1
−1(λ̅, νk)F

dk
′
 we have 

〈〈Γ̅1
 (λ̅, νk)F

dk
′
 〉〉 ≥ min

λ′∈dk

{
 

 

||det

(

 

λ1
′ − λ1 λ2

′ − λ2 λn
′ − λn

tgνn
k 1 tgνn−1

k

⋮ ⋮ ⋮
tgν2

k tgν3
k 1 )

 ||

}
 

 
≥ 

≥ C17𝛼0
1−𝜀0 ∙ k ∙ 〈〈F

dk
′
 f〉〉. 

For the small enough arc we get  

〈〈Q〉〉 ≤ 𝛼0
−1+𝜀0 ∙ kC17 < 𝛼0

−1. 

Similarly, it is possible to prove that 

〈〈Vf〉〉𝜐 ≤ C18𝛼0
1−𝜀0 ∙ 〈〈F

dk
′
 f〉〉 

(here〈〈∙〉〉 is the norm in H1⨂…⨂Hn−1⨂(Hn)𝜈). 

Then, according to lemma 2 we conclude 

〈〈Xf〉〉 ≤ C19𝛼0
1−𝜀0 ∙ 〈〈F

dk
′
 f〉〉, 

hence, 

〈〈ΦF
dk
′
 f〉〉 ≤ C20α0

1−ε0 〈〈F
dk
′
 f〉〉 , k = 2,… r. 

The similar inequality can be also proved for ΦdFdk
′′
 f, so we have 

〈〈∑Φd

r

k=2

(F
dk
′
 −F

dk
′′
 )

 

 

f〉〉 ≤ C21α0
1−ε0 ∙ ∑ (〈〈F

dk
′
 〉〉 + 〈〈F

dk
′′
 〉〉)

r

k=2

≤ 

C21α0
1−ε0 ∙ √2r ∙ 〈〈∑(F

dk
′
 +F

dk
′′
 )

r

k=2

f 〉〉 ≤ C22α0
(1−ε0)

3
4 ∙ 〈〈f〉〉. 

(because of  r < 1 + 𝛼0
−
1−𝜀0
2 ). 
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Let us expand ΦdFdk
′
 as in the case 3), but let now νj

°* be the angle between the 

projection of the line [λ0, λ∗] on the plane (λ1;  λj) and the axis Oλ1⃗⃗ ⃗⃗ ⃗⃗  ⃗, j = 2,… , n 

Furthermore, instead of νj
1 we take νj

 , j = 2,… , n. 

For the first term on the right hand side the formula similar to (15) is satisfied. For 

the second term, taking 𝜈 and (I +Wd)F1
′  instead of νk and F

dk
′
 , respectively (taking 

into account that Bν = Bn1(𝜈)), we obtain the equation of the form 

X + (Bν
t )−1An

t (λ̅)GdXΓ̅1
−1(λ̅, νk)F

dk
′
 = V, 

where 

X = Gd ∙ |
B12(ν) ⋯ B1n(ν)
⋮ ⋮ ⋮

Bn−1,2(ν) ⋯ Bn−1,n(ν)
| ∙ (I + Wd)Fd1′

 , 

V = −∑Gd(Bν
t )−1Bnℓ

t (ν)

n

ℓ=2

∙ 

∙ |
B12(ν) ⋯ B1n(ν)
⋮ ⋮ ⋮

Bn−1,2(ν) ⋯ Bn−1,n(ν)
| ∙ Γ̅ℓ

 (λ̅, ν )(I +Wd)Γ̅1
−1(λ̅, ν )Fd1′

  

It is easy to verify that (the similar inequalities have been already verified several 

times) 

〈〈Vf〉〉 ≤ C23α0

3
4
(1−ε0)

∙ 〈〈Fd1′
 f〉〉. 

Thus, all the hypotheses of lemma 2 are satisfied. 

Since 

WFd1′
 = (I +Wd)Fd1′

 , 

according to lemma 2 we have 

〈〈Xf〉〉 ≤ α0

3
4
(1−ε0)

C24(𝛾) ∙ 〈〈(I +Wd)
1+𝛾F

dk
′
 f〉〉 

for all 

f ∈ D(I +Wd)
1+γ, 
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Take (I +Wd)
−1f instead of f and ν instead of νk for the second term in the last 

part of (13), we obtain 

〈〈CGd
 
−1 |

1 tgν2
k ⋯ tgν2

k

⋮ ⋮ ⋮ ⋮
tgν2

k tgν3
k ⋯ 1

|

−1

X(I +Wd)
−𝟏F

dk
′
 f〉〉 = 

〈〈CGd
 
−1Gd

 |
1 ⋯ tgνn

 

⋮ ⋮ ⋮
tgν2

 ⋯ 1
|

−1

|
B12(ν) ⋯ B1n(ν)
⋮ ⋮ ⋮

Bn−1,2(ν) ⋯ Bn−1,n(ν)
| F
dk
′
 f〉〉 ≤ 

≤ α0

3
4
(1−ε0)

C25C(γ) ∙ [〈〈f〉〉 + 〈〈Wd
γ
f〉〉], 

for all f ∈ D(Wd
γ
). 

Furthermore, for  F
dk
′′
  the similar inequality also holds and we obtain the relation 

〈〈Φd (Fd1′
 + Fd1′′

 ) f〉〉 ≤ 𝛼0

3
4
(1−𝜀0)

 

C26C(𝛾) ∙ [〈〈Wd
γ
f〉〉 + 〈〈f〉〉]. 

From the results of 1), 2), 3), 4) it follows that the formula (5) is true. The theorem 

1 is proved completely. 

 

 

§2. The Integral Representation of the Joint Spectral Measures of the 

Separating System of operators 

 

 

In this section applying the theorem 1 we represent the joint spectral family of the 

commutative family of operators Γ1, Γ2, … , Γn with respect to Eλ
j
, j = 1,2,… , n. 

Theorem 2. Let Δ0  be a uniformly positive operator (Δ0 ≫ 0), suppose that the 

relation (1) holds and A1, … , An−1  are self-adjoint operators with the discrete 

spectrum, An is an arbitrary self-adjoint operator. 

Let  d = λ0μ0 be the part of the arc of one of the curves of eigenvalues σp of the 
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multiparameter operator system (A1(λ),… , An(λ)), λ ∈ Rn , where λ0 ∉ d, μ0 ∉ d 

and the closed convex hull of d does not contain the points of intersection with the 

other curves σp, , p
, ≠ p. 

Then there exists the sequence of the inscribed polygons of the arc d 

Φm =⋃[λk−1,m − λk,m], λ0 = λ0,m,  μ
0 =  λrm,m

rn

k=1

 

with the maximal length of the segments which tends to zero such that we have 

Fd = s − lim
m→∞

∑C
E
λk,m
∗
1 …E

λk,m
∗
n−1 E

[λk−1,m
 λk,m

 ]

n ∙E
λk,m
∗
1 …E

λk,m
∗
n−1 E

[λk−1,m
 λk,m

 ]

n
−1 (B

νk,m
t )

−1
Δ0

rm

k=1

 
(18) 

for any choice of the intermediate points λk,m
∗  of the arc λk−1,m

 λk,m
  and let  νk,m be 

defined for the arc λk−1,m
 λk,m

 , such as ν = (ν2, … , ν𝑛) defined for the arc d. 

The equality (18) can be rewritten in the integral form 

Fd = ∫ CEλ
1…Eλ

n−1Edλ
n

−1 ∙ Eλ
1…Eλ

n−1Edλ
n (Bdλ

t )
−1
Δ0

 

d
. (19) 

Such a defined integral exists in the above mentioned sense and in the case when the 

arc d contains the points of the intersection with the other curves σp, if for each point 

of that type, we agree to consider  

Eλ
1(d)…Eλ

n−1(d) instead of Eλ
1…Eλ

n, where 

Eλ
j (d) = lim

λ(m)→λ
E
λ(m)
n−1 , λ(m) ∈ d, j = 1,… , n − 1. 

Similarly, for the spectral family 𝔼α
j

 of the operator Δ0
−1Δj the representation 

𝔼α
j
=∑ ∫ C

Eλ
1…Eλ

n−1Edλ
n

−1

 

σp

λj<𝛿j∙δn
−1∙α

∙ Eλ
1…Eλ

n−1Edλ
n (Bdλ

t )
−1
Δ0

∞

p=1

 
(20) 

holds. 
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In order to prove theorem 2 we apply the following Cordes lemmas (see [6] lemma, 

11, 12, 13). 

Lemma 4. Let ρ(α) be the monotonically nondecreasing and continuous on the right 

function on the segment [α1, α2].We set 

γ(α) = Sup
α∗≠α

α1≤α
∗≤α2

ρ(α) − ρ(α∗)

α − α∗
 

Then in each subinterval α1
′ ≤ α ≤ α2

′ ,  α1 < α1
′ ≤ α2

′ < α2 there exists at least one 

point α̅ , for which we have 

γ(α̅) ≤ 2
ρ(α2) − ρ(α1)

α2
′ − α1

′  

Lemma 5. Let us introduce in a separable Hilbert space with the scalar product 

(u, υ)0  the sequence of scalar products and corresponding metrics (u, υ)n, n =

1,2, . .. such that 

a(u, u)0 ≤ (u, u)n ≤ b(u, u)0, n = 1,2, . .. 

and 

|(u, υ)n − (u, υ)0| ≤ εn‖u‖0 ∙ ‖υ‖0,  

lim
n→∞

εn = 0 

where a > 0 and b > 0 do not depend on n. 

Let Cn be the operator self-adjoint in H with respect to the scalar product 

(u, υ)n, n = 1,2, . .. 

such that 

lim
n→∞

(Cn − iI)
−1f = (C0 − iI)

−1f,    f ∈ H 

and if φ ∈ Ker(C0 − α0I) for some α0, then φ ∈ D(Cn) and 

‖(C0 − α0I)φ‖n ≤ αn‖φ‖n, 

where the sequence (an) does not depend on φ and lim
n→∞

an = 0. 
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Then for the spectral families Eα
n of the operators Cn we have the relation 

lim
n→∞

(Eαn′′
n − Eαn′

n ) f = (Eα0 +0
n − Eα0 −0

n )f,   f ∈ H, 

for each pair αn
′ , αn

′′ such that 

lim
n→∞

αn
′ = lim

n→∞
αn
′′ = α0,     αn

′ < α0 < αn
′′ 

and 

lim
n→∞

an
αn
′ − α0

= lim
n→∞

an
αn
′′ − α0

= 0. 

If the point α0 (in particular) is not a pointwise eigenvalue of the operator C, then 

we have   

lim
n→∞

Eα  
n f = Eα0 

n f,   f ∈ H, 

for the {αn}, such that lim
n→∞

αn
 = α0

 . 

 

Lemma 6. Assume that the relation 

Pk
 Pℓ
 =

1

γk
 − γℓ

 Pk
 (Mk

∗Nℓ
 − Nk

∗Mℓ
 )Pℓ

  

holds for the operators of the orthogonal projection Pk in the Hilbert space 

H, k, ℓ = 1,2, . . . , n, k ≠ ℓ, {γk
 }0
n ⊂ R  and Mk

 , Nk
  are bounded operators for 

which 

γ0
 < γ1

 <. . . < γn
 , ‖Nk

 Pk
 ‖ ≤ C′,       ‖Mk

 Pk
 ‖ ≤ C|γk

 − γk−1
 |, 

where C, C′ are positive constants. 

Then for the operator P = ∑ Pk
 n

k=1  we have the estimation 

0 ≤ 𝑃 ≤ 1 + 2CC′
a

b
(4π + 2b), 

where 

a = min
k∈{1,...,n}

|γk
 − γk−1

 | , b = max
k∈{1,...,n}

|γk
 − γk−1

 |.   
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The proof of lemma 4 is not so difficult. To prove lemma 5, first of all, it is necessary 

to show that 

lim
n→∞

(Cn − zI)
−1f = (C0 − zI)

−1f,   f ∈ H, 

if  Jm𝓏 ≠ 0. The main point of all the next arguments is the inequality 

|(Qn(I − Eδn 
n )u, υ)

n
| ≤

an
min {|αn

′′ − α0|, |αn
′ − α0|}

∙ ‖u‖n ∙ ‖υ‖n, 

where Qn is the orthogonal projection on the kernel C0 − α0I, in a sense of (u, υ)n 

and  

Eδn 
n = Eαn′′

n − Eαn′
n . 

To prove lemma 6 one should apply the number inequality 

|| ∑
xkyℓ
αk−αℓ

𝑛

k,ℓ=1
k≠ℓ

||

2

≤ (
4𝜋 + 2b

a
)
2

∑|xk|
2

n

 k=1

∑|yk|
2

n

 k=1

, 

where  0 < 𝑎 ≤ αk − αk−1 ≤ 𝑏, 𝑘 =  1,2, . . . , n   for any choice of the complex 

numbers xk and yk. 

The proof of theorem 2. There exist monotone non-decreasing continuous on the 

right base functions ρ(α) according to which for each u, υ ∈ 〈H〉  the function 

ψ(α) =  〈u, Eα
1υ〉 

is absolutely continuous at each point of the interval −∞ < 𝛼 < ∞. 

For example, the function 

ρ(α) = ∑
1

m2

∞

 m=1

(φm, Eα
1φm), 

is one of them, where (φm) is the base of 〈H〉. 

The space H′ of all the elements  υ ∈ 〈H〉, for which the relation 
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|
d〈〈Eα

1υ〉〉2

dρ(α)
| < 𝐶(υ) 

holds for some constant C(υ) is dense in 〈H〉 for all α ∈ (−∞,∞). 

Indeed, for each linear combination ∑ αnφn
N
 n=1  of the elements φn, n = 1,2, . ..  

this relation always holds, if the constant C(υ) is 

C(υ) = N2∑|an|
2n2

N

 n=1

. 

If λ ∈ d, then 

Fλ0λ = (Eλ1 
1 − Eλ10 

1 ) (Eλ2 
2 − Eλ20 

2 ) . . . (Eλn 
n − Eλn0 

n ) = 

= Eλ1 
1 ∙ Fλ0λ = Eλ1 

1 ∙ (Fd − Fλμ0) = Eλ1 
1 ∙ Fd 

Now we want to find a subdivision of the arc d such that the division points will be 

outside of the set σp
jt(Γ̅1, … , Γ̅n) 

  (in order to apply theorem 1). 

We denote by d̂ the closed arc on σm containing d.This arc is continued to both 

sides and does not contain the points of intersection with σm′ ,m
′ ≠ m. 

We set d̂ = λ̂μ̂ where λ̂1 = α̂
′, μ̂1 = α̂

′′. For simplicity we denote α′ = λ1
0 and 

α′′ = μ1
0 and then we obtain 

α̂′ < α′ < α′′ < α̂′′. 

Let Ĵ be defıned in the same way as in the theorem 1. In order to choose the 

necessary sequence of the polygons Φm let us divide the interval 

α′ ≤ α ≤ α′′ +
3

2m
 (α′′ − α′) 

into 2m+ 3 equal parts.  

αk,n
′ = α′ +

k

2m
 (α′′ − α′), k = 0,1, . . . ,2m + 3, 

where m is supposed to be large enough and we apply lemma 4 for 
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α1
 = α2k−2,m

′ , α′ = α2k−1,m
′ , α2

′ = α2k,m
′ , 

α1
′ = α2k+1,m

′ , k = 1,2, . . . , m + 1 

Then there exist m+ 1 points αk,m
 , k = 1,2, . . . , m + 1  such that 

α′ < α1,m
′ ≤ α1,m

 ≤ α2,m
′ < α3,m

′ ≤ α2,m
 ≤ α4,m

′ ≤. . . ≤ α2m,m
′ = 

= α′′ ≤ α2m+1,m
′ ≤ αm+1,m

 ≤ α2m+2,m
′ < α2m+3,m

′ < α̂′. 

For the intervals 

1

2
(αk−1,m
 + αk,m

 ) ≤ α ≤
1

2
(αk,m
 + αk+1,m

 ) 

for 1 < 𝑘 < 𝑚 and 

α1,m
 ≤ α ≤

1

2
(α1,m
 + α2,m

 ), 

1

2
(αm,m
 + αm+1,m

 ) ≤ α ≤ αm+1,m
  

for k = l and k = m, correspondingly, we have 

∆ρ

∆α
|
αk,m
 
=
ρ(α) − ρ(αk,m

 )

α − αk,m
 ≤

4m

α′′ − α′
[ρ(α2k+1,m

′ ) − ρ(α2k−1,m
 )]. (21) 

It means in particular that αk,m
 ∉ Ker∆0

−1∆1
̅̅ ̅̅ ̅̅ ̅̅ , because otherwise there would exist 

the vector φn0such that 

(E1{αk,n
 }φn0 , φn0) ≠ 0 

and therefore, we have 

∆ρ

∆α
|
αk,m
 
=
ρ(αk,m

 ) − ρ(αk,m
 − ε)

ε
≥
1

n0
2 (E

1{αk,n
 }φn0 , φn0)

1

ε
→ ∞ 

contradicting the formula (21). 

Let  λk,m
 = (αk,m

 , βk,m
 , . . . , γk,m

 ), where βk,m
 , . . . , γk,m

  is defined such that  

λk,m
 ∈ d, k = 1,2, , . . . , m + 1  
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Let us draw the polygon 

Φm = λ
0λ1,m
 . . . λm−1,m

 λm,m
 μ0̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , 

dk,m
 ≝ λk,m

 λk+1,m
 ⊂ σP, k = l, 2, . . . , m , 

with the help of intermediate points λk,m
∗  we form the operators Φdk,m

  and 

dm
 = λ1,m

 λm+1,m
 . So, Φm = [λ

0λ1,m
 ⋃ dm

 ]\[μ0λm+1,m
 ]. 

Then for g ∈ 〈H〉, f ∈ H′ according to theorem 1 we have 

|〈g, (Fdm −∑Φdk,m
 

m

k=1

)Fĵf〉| = |〈g,∑(Fdk,m
 −Φdk,m

 ) Fĵf

m

k=1

〉| ≤  

≤ C(Ĵ)m−
3
5  {〈g〉∑ 〈〈W

dk,m
 

1
4 Fdk,m

 f〉〉

m

k=1

+ 

+∑〈〈Φdk,m
 g〉〉 (〈〈Fĵf〉〉 + 〈〈Wdk,m

 

1
4 Fĵf〉〉)}

m

k=1

 

(22) 

Now we shall find the upper bounds of all the terms of the right hand side of the 

inequality (22). 

It is easy to verify that 

∑〈〈W
dk,m
 

1
4 Fdk,m

 f〉〉

m

k=1

≤ √mc(f) ∙ const (23) 

and  

〈〈W
dk,m
 

1
4 Fĵf〉〉 ≤ √mc2(f), (24) 

if only f ∈ H′. 

And now applying lemma 5 we prove that 
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∑Φdk,m
 

m

k=1

≤ c27I, (25) 

where c27 does not depend on the choice of m.  

According to the definition of Φd we have 

E
λk,m
∗
j
Φdk,m

 = E[λk−1,m
 ,   λk,m

 ]
n Φdk,m

 = Φdk,m
 , j = 1,2, . . . , n − 1 

So, for υ ∈ 〈H〉 we have 

〈〈Δ0
−
1
2 |

A1(λk,m
 ) B13 ⋯ B1n
⋮ ⋮ ⋮ ⋮

An−1(λk,m
 ) Bn−1,3 ⋯ Bn−1,n

|Φdk,m
 υ〉〉 = 

= ‖
 
 |

A1(λk,m
 ) B13 ⋯ B1n
⋮ ⋮ ⋮ ⋮

An−1(λk,m
 ) Bn−1,3 ⋯ Bn−1,n

|Φαk,m
 υ 

 
 ‖ ≤ 

≤ C28(αk+1,m
 − αk,m

 )‖Φαk,m
 υ‖ ≤ 

≤ C29(αk+1,m
 − αk,m

 ) 〈〈Φαk,m
 υ〉〉, 

(take into account that ‖Aj(λk,m
 )E

λk,m
∗
j
‖ ≤ (αk+1,m

 − αk,m
 ) ∙ C ) 

for υ ∈ 〈H〉. 

Furthermore, 

〈〈Δ0
−
1
2An
t (λk,m

 )Φdk,m
 υ〉〉 = ‖An

t (λk,m
 )Φdk,m

 υ‖ = 

= ‖Bνm
t (Bνm

t )
−1
An
t (λk,m

 )Φdk,m
 υ‖ ≤ C30 ‖Φαk,m

 υ‖ ≤ C31 〈〈Φαk,m
 υ〉〉 

Also we have 

(αk,m
 − αℓ,m

 ) 〈Φdk,m
 f,Φdℓ,m

 f 〉 = −(∆1(λk,m
 )Φdk,m

 f,  Φdℓ,m
 f ) + 
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+(∆1(λℓ,m
 )Φdk,m

 f,Φdℓ,m
 g ) = −(Δ0

−
1
2∆1(λk,m

 )Φdk,m
 f,  Δ0

−
1
2Φdℓ,m

 g ) + 

+(Δ0
−
1
2Φdk,m

 f, Δ0
−
1
2∆1Φdℓ,m

 g ), 

for all f, g ∈ 〈H〉. Therefore, the relation 

Φdk,m
 ∙ Φdℓ,m

 =
1

αk,m
 − αℓ,m

 Φdk,m
 {[Δ0

−
1
2Φdk,m

 ]

〈∗〉

∙ 

∙ [Δ0
−
1
2∆1(λℓ,m

 )Φdℓ,m
 ] − [Δ0

−
1
2∆1(λk,m

 )Φdk,m
 ]

〈∗〉

Δ0
−
1
2Φdk,m

 }Φdℓ,m
  

holds and the formula (25) follows from Lemma 6.  

Thus, because in view of (22), (23), (24) and (25) we obtain 

|〈g, (Fdm −∑Φdℓ,m
 

m

k=1

)Fĵf〉| ≤  C
′(Ĵ, f)m−

1
10 {〈〈g〉〉 + 〈g,∑Φdℓ,m

 

m

k=1

g〉
1
2} ≤ 

≤ C′′(Ĵ, f)m−
1
10〈〈g〉〉 

(26) 

Taking into account that g is arbitrary this estimate gives 

〈〈(Fdm −∑Φdk,m
 

m

k=1

)Fĵf〉〉 ≤ C(Ĵ, f)m
−
1
10 (27) 

for f ∈ H′ . 

Then let us prove this estimate for all f ∈ 〈H〉. 

Let now Ĵ run a sequence Ĵm,m =  1,2, . .. such that  

⋃Ĵm = Rn
m

. 

We choose the orthonormal basis φ1, φ2, . .. used under defıning the base function 

ρ(α) such that for each φα there exists m′, such that the relation 
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FĴm φℓ = φℓ 

holds. 

It follows from (27) that 

〈〈(Fdm −∑Φdk,m
 

m

k=1

)FĴf〉〉 ≤ C30(f)m
−
1
10 

for all f ∈ ∑ χk
fin
 φk (number of items is finite). Taking into account that 

lim
m→∞

Fdm = Fd, we obtain 

(Fd  − limm→∞
∑Φdk,m

 

m

k=1

)FĴf = 0 

for all f ∈ ∑ χk
fin
 φk. Let now f be an arbitrary element from 〈H〉, then for arbitrary 

ε > 0  there exists f ′ ∈ ∑ χk
fin
 φk such that 

f = f ′ + f ′′, 

where 〈〈f ′′〉〉 ≤ ε. Then 

〈〈∑Φdk,m
 

m

k=1

f − Fdf〉〉 ≤ 〈〈∑Φdk,m
 

m

k=1

f ′ − Fdf〉〉 + 〈〈∑Φdk,m
 

m

k=1

f ′′〉〉 ≤ 

≤ 〈〈∑Φdk,m
 

m

k=1

f ′ − Fdf
′〉〉 + 〈〈Fdf

′′〉〉 + 〈〈∑Φdk,m
 

m

k=1

f ′′〉〉 ≤ 

≤ 〈〈∑Φdk,m
 

m

k=1

f ′ − Fdf
′〉〉 + ε ∙ const, 

hence, 

〈〈∑Φdk,m
 

m

k=1

f − Fdf〉〉 ≤ ε ∙ const , 

and 

Fdm f = lim
m→∞

∑Φdk,m
 

m

k=1

f, f ∈ 〈H〉. 
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The following expression which corresponds to the polygon Φm 

Φd0,m +Φd̂m,m +  ∑C
E
λk,m
∗
1 …E

λk,m
∗
n−1 E

[λk−1,m
 λk,m

 ]

n ∙E
λk,m
∗
1 …E

λk,m
∗
n−1 E

[λk−1,m
 λk,m

 ]

n
−1

m

k=1

(B
νk,m
t )

−1
Δ0 

coincides with the following expression 

∑Φdk,m
 

m

k=1

+Φd0,m +Φd̂m,m −Φdm,m , 

where 

d0,m
 = λ0λ1,m

 , dm,m
 = λm,m

 μ0. 

Let us prove that  Φd0,m 
  s  
→ 0 and Φd̂m,m −Φdm,m 

  s  
→ 0,  

For Φd̂m,m  we have 

Φd̂m,m = CGd̂m,m 
−1 Gdm,m (Bνm

t )
−1
Δ0, 

where 

Gd̂m,m = Eλm,m∗
1 …Eλm,m∗

n−1 E[λm,m μ0]
n  

and E[λm,m μ0]
n  is spectral family of the operator 

[Bνm
−1An(μ

(m))]
t
= {Bνm

−1An(μ
0) + (μ1

0 − μ1)I}
t
 

According to lemma 5 it follows that E[λm,m μ0]
n → Eμ0

n  where Eμ0
n  -is the orthogonal 

projection on the kernel of the operator 

[Bνm
−1An(μ

0)]
t
 

relating to (∙,∙) ν = lim ν
m.  

Since 

Eλm,m∗
1 …Eλm,m∗

n−1 → Eλ
μ0
 
1 …Eλ

μ0
 
n−1, 
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we have 

lim
m→∞

Gd̂m,m f = Eμ0
1 …Eμ0

n f, f ∈ H. 

Applying relation  

(Eμ0
1 …Eμ0

n )H = F{μ0}〈H〉. 

and to Theorem 2 we have 

F{μ0}f = C
E
μ0
1 …E

μ0
n

−1 ∙ Eμ0
1 …Eμ0

n (Bν
t)−1Δ0. 

Thus, the relation 

lim
m→∞

Φd̂m,m f =  F{μ0}f 

holds for all f ∈ 〈H〉. 

We have to prove the similar equality for Φdm,m . Since E[λm,m λm+1,m
 ]

n  is the spectral 

family of the operator [Bνm
−1An(μ

(m))]
t
 where λm,m

 = μ0, the distance |μmμ0| with 

respect to  the  distance |μmλm,m
 | and |μmλm+1,m

 | tends to zero for m → ∞. Thus, 

if λm,m
 ≠ μ0 then the suppositions of the Theorem 2 of [1] holds for the operator  

[Bνm
−1An(μ

m)]
t
  and [Bν 

−1An(μ
0)]t ,   where ν = lim

m→∞
νm. Then we have  

lim
m→∞

E[λm,m λm+1,m
 ]

n f = Eμ0
n f, f ∈ H 

and, therefore, 

lim
m→∞

Φdm,m f =  F{μ0}f. 

In the same way, for Φd0,m  we obtain lim
m→∞

Φd0,m f = 0  taking into account that λ0 ∉ d. 

This concludes the proof of the formula (18). 

If the arc dm
  contains the points of intersection with the other curves then the small 

arcs in the neighbourhood of this point λ can be neglected. Let dλ
  be some small arc 

containing λ and dλ ⊂ d. 
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Let Gdλ = Eλ∗
1 …Eλ∗

n Eξη
n ,  where λ∗ ∈ dλ  and dλ = ξη  and let |λ − ξ| = |λ − η|. 

Then, applying lemma 5 we obtain 

lim
dλ→λ

Gdλf = Eλ
1(d)…Eλ

n−1(d)Eλ
n, 

where Eλ
n is the operator of the orthogonal projection on the kernel of the operator 

[Bν̅ 
−1An(μ

0)]twith respect to the scalar product (∙, Bν
t ∙), ν̃ = (ν̃2, . . . , ν̃n), where ν̃j 

are the angles between corresponding tangents of the curve d at the point λ and their 

projections. Thus, 

Fσm = ∫C
Eλ
1Eλ
2 ...Eλ

n−1Edλ
n

−1

 

σm

∙ Eλ
1. . . Eλ

n−1Edλ
1 (Bdλ

t )
−1
Δ0 

The formula (20) follows from the facts like 

Eα
1 = F(−∞,α]×(−∞,∞)×…×(−∞,+∞) = F(α,∞,…,∞) 

Thus, theorem 2 is proved. 
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Abstract  
 

is positive definite operator and operators A1
 , … , An have compact resolvents except one, 

then separating system of operators Δ0
−1 Δ1, … , Δ0

−1 Δn  admit closures and this closures 

Δ0
−1 Δ1
̅̅ ̅̅ ̅̅ ̅̅ , … , Δ0

−1 Δn
̅̅ ̅̅ ̅̅ ̅̅  are self-adjoint and pairwise commutative in tensor product. Joint spectral 

measure of this commutative family can be represented in the integral form by means of 

spectral measures of Aj
 −λ1Bj1 −⋯− λnBjn, j = 1,2, … , n, λ ∈ R

n 
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