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Abstract 

Recently, the success gained by word embeddings and pre-trained language 

representation architectures has increased the interest to natural language 

processing significantly. They are at the core of many breakthroughs in Natural 

Language Processing tasks such as question answering, language translation, 

sentiment analysis and etc. At the same time, the rapid growth in the number 

of techniques and architectures makes the thesis on these topics very relevant 

for Azerbaijani as it is an agglutinative and low resource language. In this 

thesis, word embeddings will be generated using various architectures and the 

effectiveness of word embeddings will be analyzed through empirical research 

in different datasets containing various natural language processing tasks such 

as sentiment analysis, text classification, semantic analogy, syntactic analogy 

and etc. This thesis will also research natural language representation 

approaches from traditional vector space models to very recent word 

embedding and pre-training of deep bidirectional transformer architectures. 

Novelty introduced by each of the new technique, its main advantages and the 

challenges addressed by those have been addressed in this paper. I will also aim 

at explaining mathematical background where necessary in order to make 

distinction between architectures more clear. 
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Analysis, LSTM, Deep Learning, Semantic Analogy, fasttext. 
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Chapter 1 

 

Introduction 

1. Introduction 

 

Natural Language Processing has always been one of the fascinating research 

topics as it is always believed that there is a connection between human intelligence 

and human natural language. Considering the fact that an intelligent being can best 

express its intelligence by communicating intelligently, it is utterly important to 

tackle the problems of natural language processing before reaching true general 

artificial intelligence. Even, the outstanding scientist and one of the creators of 

computer science, Alan Turing, suggested in his famous Turing test that a machine 

has intelligence if an interrogator cannot differentiate if he is talking to a machine or 

to a human behind a wall. This once more proves the importance of handling and 

generating natural language in artificial intelligence field. However, there has always 

been a challenging question to answer, namely, how to represent human language; 

the words, sentences, paragraphs so that it is possible for machines to process these 

and produce meaningful outputs. Considering the fact that, today we have 

translation, question answering systems, web engines which operates solely on 

human natural language and produce desired results, we can claim that we have 

progressed very far in representing human natural language.  

 

The main concentration of this thesis will be on the generation and application of 

word embeddings which revolutionized the neural representation of natural language 

and led to many breakthroughs in different NLP fields. In the scope of this thesis, 

various state-of-art approaches and machine learning techniques will be devised for 

generating word embeddings. For being able to generate word embedding vectors 

which truly captures the semantic as well as syntactic meaning and relationship of 

words, data corpora with hundreds of millions of tokens have been collected from 

various sources such as news articles, books, scientific articles, poems, novellas 

written in journalistic, scientific and literary style. Word embeddings allow feature 

extraction from unstructured text data and has applications in almost all NLP tasks 
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such as question answering, text classification, sentiment analysis, translation 

systems and etc.  

1.2. Background 

 

Language representation models are intermediary layers encoding information in 

human natural language for processing by LSTMs, deep learning and other machine 

learning models. Language representation models can be broadly categorized under 

three main categories. Figure 1 describes these categories and names of a few well 

known techniques belonging to those categories. The first child node, Vector Space 

Models describes traditional frequency based language representation models which 

was mainstream until the introduction of neural network based language 

representation models. Beginning from Word Embeddings, the usage of neural 

networks for learning the word representations become popular and with the usage 

of word embeddings various architectures emerged. The last node, Contextualized 

Word Embeddings is deep learning based natural language representation generation 

techniques, which is now considered state-of-art in many natural language 

processing tasks. 
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Recently, the success gained by word embeddings and pre-trained language 

representation architectures has increased the interest to natural language processing 

significantly. They are at the core of many breakthroughs in Natural Language 

Processing tasks such as question answering, language translation, sentiment 

analysis and etc. At the same time, the rapid growth in the number of techniques and 

architectures makes the thesis on these topics very relevant for Azerbaijani as it is 

an agglutinative and low resource language. In this thesis the effectiveness of word 

embeddings will be analyzed through empirical research in different datasets 

containing various natural language processing tasks such as sentiment analysis, text 

classification, semantic analogy, syntactic analogy and etc. This thesis will also 

research natural language representation approaches from traditional vector space 

models to very recent word embedding and pre-training of deep bidirectional 

transformer architectures. Novelty introduced by each of the new technique, its main 

advantages and the challenges addressed by those have been addressed in this paper. 

I will also aim at explaining mathematical background where necessary in order to 

make distinction between architectures more clear.  

1.3  Related Work 

 

There are numerous literatures discussing various parts of natural language 

representation techniques. Collados & Pilehvar (2018) present a survey on the recent 

approaches and challenges that language modeling architectures face when trying to 

encode the meaning of the words. They present the approaches under two main 

groupings: unsupervised sense representations and knowledge based 

representations. The evaluation techniques which exists for measuring the quality of 

representations are also covered in the paper by Collados & Pilehvar (2018). At the 

end, they conclude the paper by giving the applications of word representations and 

analyzing them according to different criteria such as sense granularity, 

interpretability, their relevance in various domains. This paper gives good overview 

of existing approaches on specifically for sense representations, however on the 

analysis part, more technical details could be provided.  

    The survey by Otter et al (2020) gives an overview of existing deep learning 

techniques and their implications on Natural Language Processing. The first part of 

the survey is dedicated to the general overview NLP and the discussion of recent 
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deep learning architectures. The discussion of deep learning architecture in the first 

part could be done shortly, as already NLP and deep learning are two huge fields, it 

would be better to discuss their intersection on more detail rather than separately 

different architectures. They have dedicated the next section to the application of 

deep learning in natural language core fields which cover language modeling, 

morphology, parsing and semantics (Otter et al., 2020). The survey paper by Otter 

et al (2020) is also concluded by giving the applications of deep learning in natural 

language processing. 

    Another survey focusing on representation of semantic meaning of words is done 

by Peter & Pantel (2010). The unique feature of this survey is that it tries to connect 

existing architectures and techniques with general natural language processing 

hypothesizes. The hypothesizes include statistical semantic hypothesis, bag of words 

hypothesis distributional hypothesis and etc. This makes this survey and the 

architectures it discusses very intuitive to understand for the researches who a new 

to the field. The survey also includes linguistic and mathematical processing of word 

vectors as separate chapters. 

1.4  Research Problem 

 

During the last decade word embedding approaches revolutionized the world of 

natural language processing completely. Word embeddings provide very accurate 

representation for human natural language learnt by various machine learning 

models. Azerbaijani is considered as a low resource language because of the scarcity 

of well-formed corpora available to the researchers. Moreover, the number of 

research targeting this both syntactically and semantically rich language is also less. 

It is also worth noting that Azerbaijani is an agglutinative language meaning words 

and grammatical clauses are mostly formed by the usage of prefixes and postfixes, 

making the research of the effectiveness of word embeddings concept for this 

language even more relevant and well suited for the natural language processing 

researchers and experts in the whole world. It is already an undeniable fact that word 

embeddings are very successful representation of human natural language, 

generating dense vector representation of human natural language which have been 

applied to many natural language processing tasks such as question answering, 

sentiment analysis, text classification and etc. very successfully often even achieving 

new state-of-art performance on these tasks. However, most of the research have 
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focused on languages like English, French, German and etc, and proved the 

effectiveness of word embeddings for these language families. This makes the 

following research question very valid: whether or not word embeddings approaches 

are a successful representation for an agglutinative language namely Azerbaijani? In 

order to answer this research question, I will conduct several experiments using word 

embeddings and try to quantitatively measure and analyze the results of word 

embeddings in both intrinsic and extrinsic evaluation task settings. These tasks are 

famously suggested by the creators of word2vec algorithm Mikolov and et al. and is 

the mainstream way to measure the effectiveness of word embeddings 

quantitatively. Note that special version of these tasks are specifically prepared for 

Azerbaijani language. I will apply semantic and syntactic analogy tasks and report 

the accuracy scores of word embeddings in these intrinsic evaluation tasks. For the 

extrinsic evaluation tasks, the effectiveness of word embeddings will be 

demonstrated in the sentiment analysis and text classification tasks and the accuracy 

scores will be presented and analyzed. After the experiments, I will discuss the 

effectiveness of word embeddings in this agglutinative language and provide the 

empirical results to the research question posed. 

1.5  Contribution  

 

This paper will encompass natural language representation approaches from 

traditional vector space models to very recent word embedding and pre-training of 

deep bidirectional transformer architectures. Novelty introduced by each of the new 

technique, its main advantages and the challenges addressed by those have been 

addressed in this paper. 

The main contribution of this thesis will be the generation and the comparative 

analysis of word embeddings for an agglutinative language namely, Azerbaijani 

which is a low resource language. Agglutinative languages have very different kind 

of morphological structure. Therefore, how well machine learning based word 

embeddings will encode semantic and syntactic relations is still a research question 

that will be answered in this thesis. In the scope of this thesis, I will also apply the 

generated word embeddings to various NLP tasks such as word analogy, semantic 

similarity, sentiment analysis and etc. In the scope of this thesis, extrinsic evaluation 

tasks will be formed for word embeddings and empirical results will be analyzed. 

These tasks are called extrinsic as in these tasks embeddings are used outside of the 
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domain they are trained. Moreover, the intrinsic evaluation tasks will also be 

performed in this thesis in order to fully assess the effectiveness of word embeddings 

for Azerbaijani. As novelty, the effectiveness of generated word embeddings will be 

shown in agglutinative syntactic analogy tasks. In this thesis, all the works which 

brought novelty and significant changes to the already existing approaches on 

natural language representation techniques and provide the progression of 

architectures will also be collected and compared that of with Azerbaijani language. 

The approaches are compared according to various criteria such as accuracy, training 

speed, model complexity, the quality of generated word vectors and etc.  
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Chapter 2 

 

Word Embeddings 
 

2.1  Vector Space Models 

 

Vectors are very well-known notation even before the advent of machine 

learning. The first usage of vectors for natural language representation can be 

attributed to Salton et al. (1975). The first usage of vectors was for representing 

documents as a set of vectors based on word usage frequencies. The underlying 

principle of this model so called statistical semantics hypothesis can be expressed 

as: people’s intention when they use natural language can be deduced by statistical 

distribution of their word usage (Peter & Pantel, 2010). 

In 1950, renowned mathematician and computer scientist Alan Turing’s 

research focused on machine intelligence.  Believing the question of “can machines 

think” to be so general as to border on the pointless, Turing held that if a computer, 

after proper programming, could perform well on a more specific measure of 

intelligence, machine learning might warrant further discussion.  His idea combined 

concepts of machine intelligence and language as a measure of that intelligence in 

what he labeled the “Imitation Game”.  The game, more akin to a test, required a 

computer to use written language to demonstrate enough intelligence, expressed 

through language, adequately enough to fool an average human subject.  To measure 

this intelligence, Turing suggested concealing both a human and a machine before 

sending them written messages.  The machine and the human could then respond to 

those messages however they would like in a communicative process.  The machine 

was determined to be successful if it could adequately fool the human subject with 

statistically significant results.  Though this was not possible during his lifetime, 

Turing did predict that by sometime around the year 2000, scientists could program 

a computer well-enough that after a five-minute conversation, an average human 

would determine which interlocutor was a machine correctly less than 30 percent of 

the time.  The idea that machines could develop the ability to “think independently” 

and pass Turing’s imitation game came to be known as strong AI.  The opposite of 
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strong AI, known as weak AI, entails computers only simulating human thought, 

though this does not entail real understanding.  Following in Turing’s footsteps, 

other scientists and philosophers developed their own ideas about artificial 

intelligence and the development of machine learning. 

2.2  Term-Document Matrix 

 

The term-document matrix is matrix where rows represent documents and 

columns represent statistical frequencies of vocabulary words. Because, this model 

does not take word order into consideration, this is also often called bag of words 

model (Peter & Pantel, 2010). Here bag correspond to mathematical set where 

uniqueness of elements is not mandatory, so that two documents one with word “car” 

20 times is different from a document with word “car” only once.  

 

 
Figure 2: Term Document Matrix Calculation 
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An example of a term-document matrix calculation is shown in Figure 2 where 

M represents term-document matrix, D represents the set of documents in the 

dataset, and T represents all the unique terms contained in the whole corpora. As 

shown in the example, T1 is a term which occurs frequently in the corpus, therefore 

having lower weight compared to other terms such as T3, T4, and T6 which are 

comparatively infrequent terms and therefore have inflated weights. Note here that, 

each vocabulary word regardless of whether it is used in document or not, should be 

present in documents column vector. If document does not contain this word, then 

this words frequency for this document will be zero. By this rule, term-document 

matrix contains all the words in dictionary and all documents, where i, j-th element 

is the frequency of j-th vocabulary word in i-th document (Peter & Pantel, 2010). In 

most cases, as document do not contain all vocabulary words, the number of zeros, 

hence sparsity will be high. However, documents talking about the same topic, will 

most probably use same vocabulary words in roughly same frequency. Hence, these 

two document’s vectors in our term-document matrix will have very close numbers 

for the frequency of these vocabulary words. In other words, these two vectors will 

be close to each other in document vector space (Salton et al., 1975). This 

representation although very intuitive, proved itself very useful in many natural 

language processing tasks, such as document clustering, information extraction, 

document classification, sentiment detection and etc (Collados & Pilehvar, 2018). 

2.3 Word-Context Matrix 

 

The document-based vector space models played a significant role in later 

development of the word vector representation models (Collados & Pilehvar, 2018). 

Lund & Burgess were first to explore the possibility of using word’s context words’ 

frequencies to construct a word-context matrix (1996). The intuition was very 

similar to that of statistical semantics hypothesis, namely, this time, instead of 

documents having similar distribution of vocabulary usage, we had words having 

similar distribution of vocabulary usage in their proximity. For example, if the words 

“spoon” and “fork” in very large text corpus, have been used with similar context 

words, such as “plate”, “knife”, “eat” and etc. with similar statistical distribution, 

this intuitively means “spoon” and “fork” are similar objects and should be near to 

each other in word vector space this time.  
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Figure 3: Word-Context Matrix 

 

However, these vector space models have their weakness as well, namely, they 

were producing vectors which have very large number of dimensions, as they were 

required to be the same size as the size of vocabulary in order to construct the matrix 

(Collados & Pilehvar, 2018). Researchers Landauer & Dooley applied an approach 

called Latent Semantic Analysis, which was essentially dimensionality reduction 

technique for very high dimensional vectors in order to deal with these curse of 

dimensionality (2002). 

2.4  Word2Vec 

 

The prevailed usage of neural networks and especially deep neural networks had 

inspired researchers to take advantage of them in learning word vectors which has 

not the drawbacks of high dimensionality. The initial of those models was developed 

by Mikolov et al (2013). They were using neural network for predicting context 

words and interestingly at the end, the weights that neural network has learned were 

representing words in vector space very precisely.  
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Figure 4: The Architecture of Continuous Bag of Words Model 

 

Note here that, different from other machine learning techniques, in their approach, 

the output was of very less significance, but the most significant part was weights 

between neurons, which is used to represent each word. The architecture proposed 

by Mikolov et al (2013) was called word2vec and it has two different 

implementations based on the objective function: Continuous Bag-Of-Words 

(CBOW) and Skip-gram. 

 

2.4.1 Continuous Bag-Of-Words (CBOW) 
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Continuous Bag-Of-Words (CBOW) is a neural network which takes m words 

from a given words context and tries to predict the target word (Mikolov et al., 

2013a). While trying to predict the word, the weights of the neurons for the given 

word are adjusting themselves according to the context words. More specifically, 

this model tries to optimize for the given loss function: 

 

𝐸 = −𝑙𝑜𝑔⁡(𝑝(𝑊𝑡
⃗⃗⃗⃗  ⃗))          (1) 

  

In equation (1), wt represents the word that is to be predicted, and Wt is an array of 

words that is in the vicinity of the wt. In other words, given context words array W 

as input, CBOW trains a neural network to optimize for the prediction of the target 

word. 

In the input layer, m one hot encoded words are accepted and the output is one 

vocabulary size vector which represent the probability of the target word being i-th 

element in the vocabulary. Another advantage of this model architecture is its 

training speed. Mikolov et al (2013a) showed that the model training time is 

proportional to: 

 

           𝑄 = 𝑁 × 𝐷 × 𝐷 × 𝑙𝑜𝑔2(𝑉)                                         (2) 

 

where, N represents the number of the context words to be used as input, D is the 

dimensionality of the projection layer and V is the vocabulary size of the whole 

corpus. Considering the fact that, very big text corpara containing more than several 

billion words are used in training these models, we can conclude that training speed 

is one of the important factors.  

Add picture 

 

2.4.2 Skip-gram 

 

Skip-gram model is essentially Continuous Bag-Of-Words (CBOW) model 

input and output exchanged. Meaning, this architecture tries to estimate the 

distribution of surrounding words given only the target word (Collados & Pilehvar, 

2018). This new architecture has interesting properties. One of them being the more 
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surrounding words that this model tries to predict, the more the quality of the 

resulting word vectors at the end. Again, the time complexity is given by: 

  

𝑄 = 𝐶 × (𝐷 + 𝐷 ×⁡𝑙𝑜𝑔2(𝑉))                   (3) 

 

where, C is the longest distance between words, D is the dimensionality of the 

projection layer and V is the vocabulary size of the whole corpus. 

 

 
 

Figure 5: The Architecture of Skip-gram Model 
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     Mikolov et al (2013d) demonstrated that vectors learned by these neural network 

architectures encode linguistic regularities inside them. The first type of those 

regularities is natural language’s syntactic regularities. This includes 

base/comparative/superlative degrees of adjectives, singular, plural, possessive, 

non-possessive forms of common nouns and various tenses of both irregular and 

regular verbs (Mikolov et al., 2013d). One example of this can be shown as 

following; Let’s take the word vector of the word “cities” and subtract from it the 

vector representation of “city”. Then let’s add this distance to the vector 

representation of word “man”. If the neural network has been trained successfully, 

the above operations will yield the vector representation of “men” word. 

Additionally, it is worth noting that, every vector operation that is valid, such as 

vector addition, subtraction, vector cosine similarity and etc. are valid for word 

vectors which makes them very powerful in almost any domain of applications. This 

means we can tell if two words are similar by just measuring cosine similarity 

between their vector representations. Even more astonishing than that is the fact that, 

these word vectors also encodes semantic information inside them (Mikolov et al., 

2013d). Semantic information is directly related to the meaning of the words, 

without considering syntactical and grammatical aspects. As an example, we can 

show famous king, queen relation. More specifically, if the vector representation for 

the word “woman” is subtracted from the vector representation of “man”, and the 

resulted vector is added to the vector of the word “king”, the output will be the vector 

representation of the word “queen”.  

 
 

Figure 6: Comparison of GloVe and word2vec models 
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This once more proves that word2vec word vectors preserves semantic information 

about the words they vectorize. Levy and Goldberg (2014) later showed that skip-

gram with negative sampling is an implicit factorization of pointwise mutual 

information matrix of target and context words. 

2.5  GloVe 

 

Pennington et al. (2014) introduced a novel technique for learning word 

embeddings. The model called GloVe for Global Vectors, combine two successful 

approaches, namely, global matrix factorization and the prediction of context words 

by neural networks approaches (Pennington et al., 2014).  

 
 

Figure 7: Distributed Embeddings Learning 

 

This model also improved the score of word2vec approach on various word analogy 

tasks, by attaining 75.9% accuracy against the 68.4% accuracy of Continuous Bag-

Of-Words model. The output of the model is 2 equivalent vector representation 

spaces for words. These spaces however, are not the because neural networks usually 
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are initialized randomly. The researchers also revealed that summing these two 

vector spaces generates a vector space which is less prone to overfitting and noise. 

2.6  Contextualized Word Embeddings 

 

Word embeddings discussed so far were all static, meaning the model learns the 

vector representation of each word from a very big text corpus and generates a vector 

space for the vocabulary and then these representations do not change unless we 

train the model again. Whenever we want to use these embeddings in downstream 

tasks we just take the vector each word and depending on the type of the natural 

language processing task perform operations over these vectors or even train a deep 

neural network architectures using these vectors as inputs. Consequently, we are 

stuck at using the same vector representation for the word for example “bank”, no 

matter in which context it is used. Collados & Pilehvar (2018) refer to this 

phenomenon as meaning conflation deficiency, in other words, the ineffectiveness 

of representing words with multiple meanings. Even for the monosemous words, 

sometimes it is desirable to have slightly different vectors depending on the context 

that this word is used. It seems that the main drawback of the statically generated 

word embeddings is that they do not consider the context that the word is used after 

training.  

 

 
Figure 7: ELMo Architecture 
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This type of learning is useful as words can often have various degree of semantic 

depending on the place of use in a sentence or context. Figure 7 depicts an example 

model ELMo which is able to learn these types encodings in the context of the 

sentence. Thus it is desirable to have an architecture which even after training, can 

assign a vector representation to word based on the surrounding words as well. 

Hence, word will have different vectors each time it is used with different context. 

The architectures which aims at implementing this are called contextualized word 

embeddings. 

 

Architecture Main Topic Strengths Weakness Novelty 

Continuous Bag-

Of-Words 

Learning dense 

vector 

representation of 

words using big 

unlabeled text 

corpora and 

training neural 

networks for 

language 

modeling 

Introduced and 

popularized the 

usage of neural 

networks for 

language 

representation. 

Cannot capture 

the co-

occurrence 

statistics of the 

whole corpus by 

taking only the 

local context 

Using neural 

network for 

predicting the 

target word by 

taking context 

words of given 

window size 

Skip-gram Skip-gram 

model is 

Continuous Bag-

Of-Words 

(CBOW) model 

input and output 

exchanged 

Vectors learned 

by these neural 

network 

architectures 

encode linguistic 

regularities 

inside them 

Implicitly 

factorizing 

pointwise 

mutual 

information 

matrix of target 

and context 

words 

Using neural 

network for 

predicting the 

context words by 

taking target 

word 

 

GloVe By taking into 

account the 

statistical word 

frequencies 

while learning 

word 

embeddings can 

improve the 

quality of 

generated 

vectors 

Generation of 

better word 

vectors, 

improvement on 

various NLP 

tasks 

Not taking into 

account the 

dynamic context 

of the word 

while generating 

word vectors. 

These vectors 

are leant only 

once. 

Combined two 

successful 

approaches, 

namely, global 

matrix 

factorization and 

the prediction of 

context words by 

neural networks 

approaches 
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Table 1. Comparison between different architectures presented in Word Embeddings 

 

   Table 1 summarizes different architectures. It pinpoints the strengths, weaknesses 

and as well as the novelty brought by the discussed model architectures. 

 

2.6.1 Context2vec 

 

Context2vec (Melamud, Goldberger, & Dagan, 2016) is a pioneering work in 

the natural language field which targeted generating contextualized representations 

for words. Context2vec uses bidirectional LSTM for generating context 

representation (Melamud, Goldberger, & Dagan, 2016). For any sentence S, the 

resulted representation is obtained by concatenating two vectors, one is generated 

by LSTM by going over words from left to right and the other is generated by LSTM 

by going from right to left:  

 

𝑏𝑖𝐿𝑆(𝑤1:𝑛⁡, 𝑖) = 𝐼𝐿𝑆(𝑙1:𝑖−1)⨁𝑟𝐿𝑆(𝑟𝑛:𝑖+1)   (4) 

 

where, lLS-stands for left to right LSTM and rLS-stands for right to left LSTM. 

Next, if we denote the context of a word by c, then the contextual representation can 

be expressed as: 

 

𝑐 = 𝑀𝐿𝑃(𝑏𝑖𝐿𝑆(𝑤1:𝑛⁡, 𝑖))                                                 (5) 

 

where MLP denotes multilayer perceptron and biLS denotes bidirectional LSTM 

vector representation of the context. This model architecture is able to learn 

embeddings for target words with different context lengths (Melamud, Goldberger, 

& Dagan, 2016).  

 

2.6.2 BERT 

 

As seen in the previous section, the architectures until Bidirectional Encoder 

Representations from Transformers (BERT) was using left to right and right to left 

LSTM or other neural network language models and then concatenating them to get 

the desired output. However, as language modeling is bidirectional it would be best 

to make the models bidirectional as well. However, there is two problems on the 

way. The first is in order to have proper probability distribution, directionality is 

needed. The second is more deep one, which is the possibility of target words being 
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visible to themselves in bidirectional encoders. The solution proposed by Devlin, 

Lee and Toutanova (2019) is to make some percentage of input words 

unrecognizable in other words masking. It is known that making the percentage of 

masked words very little increases the training time. And doing the reverse, namely, 

increasing the masking percentage leaves very little context for the model to learn 

from. In the proposed architecture, researchers masked the 15% percent of the input 

words randomly (Devlin et al., 2019).  

 
Figure 8: BERT Learning Architecture 

 

Moreover, out of these 15% masked words, researchers replaced 10% with other 

random words. In some natural language processing tasks, not only the order of 

words, but also the order of sentences carries information. That is why, the proposed 

model also learns whether a given sentence follows the other one or not. The models 

architecture consists of multi-headed self-attention, feed forward layers and 

positional embeddings (Devlin et al., 2019). Moreover, the advantage of using 

Encoder architecture over using LSTM can be the effectiveness of Encoders in long-

ranged word contexts. 

 

2.6.3 Multi-Task Deep Neural Network (MT-DNN) 

 

Multi-Task Deep Neural Network (MT-DNN) allows training on different NLU 

problems. Xiaodong Liu et al. (2019) proposed MT-DNN as an improvement over 

BERT architecture by enhancing the architecture suggested by Lui et al. (2015). The 

suggested model has the advantage of merging two successful unrelated approaches, 
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namely, multi-task learning and language model pre-training. The Multi-Task Deep 

Neural Networks are considered state-of-art models for language modeling which 

successfully pushed the GLUE score to 82.7%, meaning 2.2% improvement over 

previous state of art results (Xiaodong Liu et al., 2019). The model architecture 

consists of lexicon encoder, transformer encoder which allows to generate 

contextualized word embeddings using bidirectional Transformer neural network 

architecture. The main difference of Multi-Task Deep Neural Networks and BERT 

is that, the former is able to learn using two objectves; multi-task and pre-training at 

the same time, while the latter is able to only learn thorough pre-training (Xiaodong 

Liu et al., 2019). 

2.7  Conclusion 
 

Table 2 gives an overview of important evaluation parameters for language 

representation learning architectures: 

Architecture Training 

Speed 

Global 

Matrix 

Factorization 

Dynamic 

generation of 

embeddings 

depending on 

the context 

Complexity 

of Neural 

Networks 

used for 

learning 

word 

representatio

ns 

word2vec √ - - - 

GloVe √ √ - - 

Context2vec - - √ √ 

BERT - - √ √ 

 

Table 2. Important evaluation parameters for language representation learning architectures 

 

As it is clear from the table, complex neural network based architectures with 

millions of parameters provide the ability to generate word embeddings dynamically 

depending on the context of the word used in the sentence. However, to be able to 

provide this dynamic word embedding generating models sacrifice training speed 

and complexity, meaning they took a lot more time and training resources to train.  
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The distinguishing feature of GloVe approach by Stanford University researchers is 

the fact that Glove takes into account the statistical word frequencies while learning 

word embeddings which as shown empirically improves the quality of generated 

vectors while not contributing too much to the complexity of the model. As a result, 

it shows itself on the generation of better word vectors, improvement on various 

NLP tasks. Architecture allowing dynamic generation of word embeddings 

dependent on the context enables most accuracy in encoding the meaning of given 

tokens and their relationships. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



27 
 

Chapter 3 

 

Sentiment Analysis 
 

3.1  Introduction 

The success attained by machine learning and deep learning techniques recently 

in various tasks such as machine translation, computer vision and etc., has brought 

considerable attention to the application of these techniques to natural language and 

linguistics. Sentiment analysis is a branch of Natural Language Processing (NLP) 

which aims to determine particular attitudes and emotions from a given text by using 

machine learning and computational linguistics. As a result of prevailing social 

media trends and widespread use of electronic forms for collecting customer 

reviews, there has been remarkable growth in the number of written texts which 

contain subjective information. Collecting reviews as both grading scales and also 

as free texts allows customers to express their opinions more clearly using the wide 

capabilities of natural language. Although natural language is very convenient for 

expressing opinions and attitudes, its statistical analysis and accompanying 

computer processing retains a number of difficulties that require comprehensive 

research. A number of other factors such as the presence of exceptions in 

grammatical rules, the ambiguity of texts under different contexts, the use of irony 

in natural language, and the possible inclusion of both positive and negative attitudes 

inside one review are present, thereby making sentiment analysis a difficult task for 

machines. Machine learning techniques allow us to determine the sentiment of a 

given text more effectively. In the learning phase, machine learning models learn 

from a plethora of reviews that are labeled according to their sentiment category. 

Next, according to the parameters it learned in the learning phase, the model is able 

to predict the sentiment labels of reviews that it has never seen. In the scope of this 

thesis, sentiment analysis will be applied as an extrinsic evaluation task for 

evaluating the performance of generated word embeddings.  
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3.2  Machine learning and Sentiment Analysis 
 

Machine learning, as a branch of artificial intelligence, is based on the idea 

that computer systems learn from data and can identify patterns in the data and then 

make determinations with little to no human involvement.  Essentially, it is a type 

of data analysis which automates model creation. Sentiment analysis is a branch of 

Natural Language Processing (NLP) which aims to determine particular attitudes 

and emotions from a given text by using machine learning and computational 

linguistics. As a result of prevailing social media trends and widespread use of 

electronic forms for collecting customer reviews, there has been remarkable growth 

in the number of written texts which contain subjective information. Collecting 

reviews as both grading scales and also as free texts allow customers to express their 

opinions more clearly using the wide capabilities of natural language. Furthermore, 

it enables them to describe in more detail a particular service or product with which 

they are not satisfied. Although natural language is very convenient for expressing 

opinions and attitudes, its statistical analysis and accompanying computer 

processing retains a number of difficulties that require comprehensive research. A 

number of other factors such as the presence of exceptions in grammatical rules, the 

ambiguity of texts under different contexts, the use of irony in natural language, and 

the possible inclusion of both positive and negative attitudes inside one review are 

present thereby making sentiment analysis a difficult task for machines. Machine 

learning techniques allow us to determine the sentiment of a given text more 

effectively. In the learning phase, machine learning models learn from a plethora of 

reviews that are labeled according to their sentiment category. Next, according to 

the parameters learned in the learning phase, the model is able to predict the 

sentiment labels of reviews that it has never seen.   

Sentiment analysis can be applied to text at two different levels, namely at the 

document level or at the sentence level. In a document-level analysis, the whole 

content of the user’s review is taken and the machine learining model is trained on 

these reviews. On the other hand, in sentence-level analysis, user reviews are split 

into sentences and macine learining models learn from these sentences after each has 

been labeled according to their sentiment category. From now on we will be 

dscussing document-level sentiment analysis.  
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3.3  Learning Phase 
 

Training a model  for detecting the sentiment of a given text includes several 

steps. Initially, textual data from different sources are collected and only the ones 

which have sentiment polarity is selected. Then, each review is labeled as either 

positive, negative or neutral considering its sentiment. As machine learning model 

learns from the data, the correctness of the labels and the relevance of the training 

data plays a significant role in training a highly accurate machine learning model. In 

the next phase, text preprocessing procedures are appled to the labeled data. Text 

preprocessing includes lemmatiation or stemming of words, removal of highly 

frequent stop words, part of speech tagging and etc. As machine learning models are 

trained using data in numeric format, the next phase is vectorizing the text,  in other 

words, converting textual data into a numeric format. The vectorization of textual 

data is considered to be an active research area and depending on the characteristics 

of the textual data at hand, one or another vectorization technique can lead to the 

highest accuracy. Subsequently, the vectorized text and labels are used to train varius 

machine learning models as seen in Figure 9. 

Figure 9: Architecture of Machine Learning Model for Sentiment Analysis 

 



30 
 

There are various approaches to measure how well a given machine learning 

model has learnt from the data. One of the most consistently used techniques is 

measuring the accuracy of the model. The question is how to measure the accuracy 

of a given model optimally? Let’s assume we have 10000 user reviews for a 

particular product for each of which we know the sentiment category. We want to 

build a machine learning model on this data, so that the sentiment labels of all 

subsequent user reviews can be predicted by this model. In order to have a better 

model, we can train our model using 10000 whole labeled reviews and afterwards, 

select 1000 reviews and have our model predict their sentiment labels. As we already 

know the true sentiment labels of these 1000 reviews, we can calculate the accuracy 

of the model by dividing the number of correct predictions to the number of samples, 

namely 1000. This means, if the model correctly predicts the labels of 874 reviews, 

its accuracy will be 87.4 percent. However, our model has already seen and learnt 

from these 1000 reviews during its training phase, but it has not seen the reviews 

which will be written by users is the future which are the model’s real test. In this 

case, we cannot state the true accuracy of the model regarding the data it has not 

seen yet. Therefore, what we need is the accuracy of the data from which our model 

has not learnt. The best way to measure this accuracy is splitting our 10000 samples 

into 9000 training samples from which our model will try to learn and 1000 test 

samples which our model will not see in the training phase. After the training phase 

is finished, we can use these 1000 sample reviews as true test cases and calculate the 

accuracy of the model. 

3.3 ‘Chinese Room’ Argument 

Although there are numerous advanced methods for training a machine 

learning model and measuring how well it has learnt the task, there are also 

philosophical arguments against the idea of learning machines.  First published in 

1980 by philosopher John Searle, the “Chinese Room” argument, a philosophical 

thought experiment and commentary on the concept of strong AI, opposes the idea 

that machines could be programmed with intellectual abilities that are functionally 

equivalent to those of human beings.  Searle held that it was impossible machine 

learning could develop a mind or consciousness, despite potentially seeming like it 

could think.  
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Searle imagines that research in the field of artificial intelligence has 

successfully crated a computer which behaves as if it understands the Chinese 

language, such that it can be given Chinese characters and then produces other 

Chinese characters answering the prompt.  It does this so well that it passes the 

“Turing test” by consistently displaying responses which are able to convince a 

Chinese speaker that it is not a machine but rather a fellow Chinese speaker.  Though 

this machine would pass the Turing test, Searle argues that the machine wouldn’t 

actually understand Chinese, it would simply be simulating the ability to understand 

the language as it is simply following programming.  To argue his point, Searle 

places himself in a closed room, with an English version of the computer program 

along with all of the other supplies he would need to correspond with the 

interlocutor.  As messages are transferred through the door, he would process them 

according to the instructions and, similarly, produce messages in Chinese himself.  

Searle then argues that, if the computer was able to pass the test this way, that he 

would also be able to pass by running the program manually, without actually 

understanding or speaking the language.  Like the computer in the thought 

experiment, Searle holds that he doesn’t understand Chinese, as he was only 

following the scripted program he was given.  Searle’s argument rests on the idea 

that machines won’t be able to develop understanding or intentionality and thus their 

“thinking,” no matter how human it appears, is not actually the same.  Machines lack 

a “mind” and thus, for Searle, the idea of strong AI fails.   Though machines may be 

able to exhibit super-intelligent behavior due to more and more advanced 

programming, the Chinese  

3.4  Introducing Inaccuracies in Human Language 
 

Humans, however, rarely learn a language perfectly; mistakes do occur, even 

in speaking their first language.  The mistakes of a first language typically differ 

from errors typically made during second language learning, which can be the result 

of a number of causes.  Error analysis, the subfield of linguistics which examines the 

making of errors, has resulted in a number of studies examining the subject.  Errors 

can be divided into two main categories, interlingual or those errors occurring at 

least in part because of the speaker’s native language, or L1, and intralingual errors, 

those errors occurring due to the learning process itself.   
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Language, as the means by which human beings convey messages but also 

attitudes, irony, and emotions, represents a difficult task for machine learning. This 

is, in part, because there is frequently a mismatch in what is said and what is meant.  

Other factors adding to the difficulty for machine learning to conduct sentiment 

analysis are the presence of exceptions in rules, ambiguity due to different contextual 

factors, the use of irony and uncertainty or the inclusion of both positive and 

negatives attitudes inside the same expression. 

 

Figure 11: Elements of Communication 

Different from the concept of machine learning, as machine learning models 

are not following a traditional computer program, but rather are given the parameters 

and then given data which it processes and learns from.  If there are mistakes present 
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in the data, the machine learning model will learn and incorporate these mistakes, 

and, if the data is insufficient, the computer would learn imperfect Chinese, just as 

human beings, if they learn incorrectly, make errors.   

This is how the machine in the Chinese room is taught Chinese. There is one 

point here, the machine learning model is never given instructions, namely, it is not 

following a computer program, it is given data and it learns from the data. If there 

are mistakes in the data, it will learn these mistakes; if the data is not enough, it will 

learn imperfect Chinese just as we, humans will. That is if left a human in a room 

with a book which has a lot of English-Chinese sentence pairs, human will also learn 

Chinese by using patterns and regularities. Given a new test sentence in English, 

human will generate a Chinese sentence.  

 

 

Figure 12: Architecture of Machine Learning Model Using Ensemble Learning 
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If we continue with the use of Chinese as our example, the challenge then is 

in measuring how much Chinese the machine actually knows. Though the situation 

outlined in the Chinese Room seems improbable, the concept is philosophically 

sound.  However, a number of critics have proposed various replies, some of which 

have applicability to machine learning.  The most common reply to the Chinese 

Room is referred to as the “Systems Reply”.  In this response, the entire system is 

used as an example of an entity which understands Chinese.  While Searle himself 

may not understand the language, if the “entity” is seen as the room in its entirety 

along with the human and the necessities to communicate, then this means that the 

system itself understands the language.   

There are numerous machine learning techniques based on various 

mathematical approaches. The accuracy of these models can be compared for 

determining which model performs best on the given dataset. Sometimes, the best 

result comes from ensemble learning, where different models learn together and the 

output is determined according to the majority voting amongst them. Ensemble 

learning, in the case of the Chinese Room would mean there was not a single person, 

but many.  Therefore, once input was received, determining the output would come 

from a vote within the group with the response being determined by the reply with 

the most support. 

3.5. Conclusion 
 

In this section, we discussed machine learning techniques and the ideas of two 

renowned scientists namely Turing and Searle in the context of machine intelligence. 

Sentiment analysis is a task of machine learning where computers are required to 

determine the sentiment of given text. We discussed how machine learning is 

implemented to solve the problem of sentiment analysis. Moreover, Turing’s belief 

was that it is possible to measure the intelligence of a machine by utilizing the human 

natural language in what he labeled as ‘Imitation Game”.  The game, more akin to a 

test, required a computer to use written language to demonstrate enough intelligence, 

expressed through language, adequately enough to fool an average human subject.  

To measure this intelligence, Turing suggested concealing both a human and a 

machine before sending them written messages.  The machine and the human could 

then respond to those messages however they would like in a communicative 
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process. Searle imagines that research in the field of artificial intelligence has 

successfully crated a computer which behaves as if it understands the Chinese 

language, such that it can even pass the “Turing test”, Searle argues that the machine 

wouldn’t actually understand Chinese, it would simply be simulating the ability to 

understand the language as it is simply following programming. We then discussed 

a counter argument to Searle’s idea, namely “Systems Reply” which assumes the 

entirety of the system understand the language not just parts of it.  
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Chapter 4 

 

Implementation and Empirical Results 

4.1  Introduction 

 

In order to answer the research question and measure the quality of word 

embeddings empirically, very large data corpora for Azerbaijani have been formed 

and different machine learning architectures such as word2vec, fasttext have been 

trained. Word embedding vectors of various sizes have been generated and their 

scores have been measured on syntactic as well as semantic evaluation tasks. 

Accuracy score has been chosen as metric in evaluation tasks. As an extrinsic 

evaluation task, the generated word embeddings will be used in sentiment analysis 

task and the results will be shown. This section will describe the data corpora, trained 

machine learning architectures, their hyperparameters and comparison of their 

accuracy scores on various training settings. The datasets used for intrinsic and 

extrinsic evaluation will also be described in this section.  

4.2  Data Corpus 
 

For being able to generate word embedding vectors which truly captures the 

semantic as well as syntactic meaning and relationship of words, data corpus with 

hundreds of millions of tokens have been collected from various sources such as 

news articles, books, scientific articles, poems, novellas written in journalistic, 

scientific and literary style. Generating word embeddings requires very large text 

corpora dataset with millions of tokens. That is why for the implementation part very 

large text corpora dataset for Azerbaijani have been created. This large text corpus 

is formed as a result of parsing Azerbaijani written books, textbooks, novels, poems, 

and notes of different categories.  

In the empirical experiments conducted for the thesis, the number of tokens collected 

and parsed in this very large text dataset numbered around 164 million tokens. Deep 

learning and natural language processing tasks requires this type of large scale data 

in order to get satisfactory results. 
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4.3  Data Pre-processing  
 

To measure and conduct experiments with different dataset sizes, the main data 

corpus is divided into two datasets. The size of the first dataset is 55.5 million tokens 

and as this dataset is formed mainly by parsing Azerbaijani news articles, we named 

this dataset News dataset. The second dataset consists of approximately 109 million 

tokens, and this dataset is formed by parsing Azerbaijani textbooks, poems, fiction 

and nonfiction books, and therefore it is named Books dataset. And the main data 

corpus is combination of these two datasets containing in total 164 million tokens, 

and named as Combined Dataset.  

 

Corpus 

Name 

Token Count Distinct Word Count Content 

of  

corpus 

1st corpus 55 540 859 643 470 News 

2nd corpus 108 635 059 3514282 Books 

3rd corpus 164 175 918 3802820 Combined 

Table 3. Dataset Descriptions 

 

Having 3 datasets with different sizes allows to conduct experiments with different 

sizes and to measure the effect of increasing dataset size on the performance of the 

models. During the training of one of the largest and state of art language model 

GPT-3, researchers Brown and et. al. has also partitioned their data corpora into 

smaller datasets, such as Common Crawl, Wikipedia, WebText and etc. The 

machine learning architecture they have built, is one of the largest language models 

ever built with 175 billion parameters. This gigantic model has been trained on 

almost all the text data available in internet, books, websites, blogs, forums and etc. 

GPT-3 achieved very strong performance on diverse tasks such as machine 

translation, question-answering and etc. without fine-tuning on the specific tasks, 

with an approach named zero-shot learning. 

Below is violin plot visualization of sentence counts in News dataset. 
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Figure 13: Violin Plot Visualization of Sentence Counts in News Dataset 

 

By looking at Figure 13, we can see that there exists outliers in the right side of the 

graph. Moreover, distribution of the sentences in the graph is left skewed, meaning 

most of the sentences are short sentences with mostly token counts less than 100 

tokens. This pattern is intuitively correct as in news articles we expect to find 

sentences with less than 100 words mostly. In order to apply appropriate 

preprocessing steps I decided to explore the dataset more and prepared the following 

descriptive statistics of the News dataset. 

 

Corpus Name News 

Corpus 

Number of 

tokens 

55 540 859 

Distinct Word 

Count 

643 470 
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Overall Sentence 

Count 

3 854 116 

Mean token 

count 

14.41 

Standard 

Deviation                       

8.41 

25% percentile 9.00 

50% percentile        12.00 

75% percentile 18.00 

max 2,109.00 

Table 4. Dataset Descriptive Statistics 

 

Several interesting points can be observed from the descriptive statistics given in 

Table 4. Firstly, we can see that the number of unique token count is 643 470 

whereas the number of overall tokens is 55 540 859. Meaning, in the news dataset 

we have 643 470 distinct words, which is indicating statistically that Azerbaijani is 

an agglutinative language, namely a lot of new, distinct words are created by 

combining morphemes, prefix and postfixes to the root form of the words. The 

process itself is called agglutination.  As machine learning based vector space 

representation approaches learns and generates distinct word vectors for each 

distinct word tokens, the research question seems even more appropriate; how 

effective the word embedding will preserve the syntactic and semantic relationship 

of tokens with agglutination, and will the relation be observed when using vector 

operations in high dimensional embedding space.  

Another interesting point observed from descriptive statistics in Table 2 is about 

percentiles and median. The average length of sentences in News dataset is 14.41 

words, with 75% of news articles having less than or equal to 18 words. We can 

observe the outliers having maximum length of 2109, therefore I decided to remove 

all the outliers having sentences more than 100 words. After removing outliers 

99.9% of the data remained. And below Figure 14, depicts the distribution of the 

data after outlier removal.  
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Figure 14: Distribution of the Data after Outlier Removal 

 

The descriptive statistics for Books dataset is given below in Table 5. This 

dataset is formed mainly from sources such as books, scientific articles, poems, 

novellas, textbooks written in journalistic, scientific and literary style. Having data 

corpora with different writing styles is important because word embeddings are 

learnt from context by machine learning models and a word should be present in as 

many various contexts as possible in order to be able to learn accurate vector 

representation for that word. Moreover, word embeddings are generally learnt once 

and afterwards, learnt word vectors are used in different downstream tasks which 

can be from various domains. Therefore, in order to perform satisfactorily in tasks 

from different domains, it is beneficial to learn word embeddings from as much 

diverse sources and contexts as possible. Books dataset contains not only scientific 

styles for the machine learning model to learn but also contains fiction and nonfiction 

literature works which is close to daily language usage style. 
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Corpus Name Books 

Corpus 

Number of tokens 108 635 059 

Distinct Word 

Count 

3 514 282 

Overall Sentence 

Count 

17 215 783 

Mean token count 6.31 

Standard Deviation                       65.17 

75% percentile 5.00 

max 6890.00 

Table 5. Dataset Descriptive Statistics 

The descriptive statistics for Books dataset given in Table 5 is also indicating 

the presence of outliers. Therefore, necessary outlier removal procedures have been 

applied to the Books dataset.    

 

Figure 14: Histogram of the Sentence Token Counts after Outlier Removal 
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4.4  Intrinsic Evaluation Experiments  
 

Word embeddings approaches aims at vectorising the word tokens in high 

dimensional vector space so that the semantic and syntactic meaning of words are 

encoded in the vectors. What does that mean? That means as a result of word 

ebeddings, we get one vector for each word. And these vectors encode the meaning 

of words in vector space. How do these vectors preserve the meaning of words? To 

explain it more explicitly let’s explicate it on an example. For instance, let’s show 

an example 50 dimensional word vector for the word “Bakı” (Baku) that is generated 

by us in the scope of this thesis: 

 

Figure 15: Word Vector for the Word “Bakı” (Baku) 

As we can see we have vector of fifty real numbers, v ∈ ℝ50 for the word “Bakı” 

(Baku). Word embeddings generates vector for each word. Let’s take another word 

“Sumqayıt” (Sumgayit) another city of Azerbaijan: 

 

Figure 16: Word Vector for the Word “Sumqayıt” (Sumgayit) 
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We know that both of these words are Azerbaijani city names, so these words are 

semantically close words. But we claim that word embeddings encode the meaning 

of words in vectors. So the vectors of these two words should be close, is it true? We 

know that we can calculate cosine similarity in order to determine similarity of two 

vectors. So, let’s denote word vector for Baku as B and word vector for Sumgayit as 

S and calculate the cosine similarity of two above vectors for Baku and Sumgayit: 

cos(|𝐵, 𝑆|) = ⁡
𝐵⁡𝑆

‖𝐵‖⁡‖𝑆‖
 = 0.8196250200271606 

So as we can see, the word vectors of Baku and Sumgayit is close, namely cosine 

similarity of these two vectors is 0.8196250200271606 which means the vectors are 

close as well. So as we can see, words which are close semantically, their vectors 

are also close. This one of the most astonishing characteristics of word embeddings; 

it is possible to do vector operations over word vectors and they preserve semantic 

meaning. 

Let’s think of a word which is completely different from the word Baku. For 

example, the word, “yaz” (spring). The word “yaz” (spring) is a season name and 

“Bakı” (Baku) is a city name, so the concepts are completely different. Let’s, look 

at the word vector of “yaz” (spring).  

  

 Figure 16: Word Vector for the Word “yaz” (spring) 

If we calculate the cosine similarity of word vectors “yaz” (spring) denoted as Y 

and “Bakı” (Baku) denoted as B: 

cos(|𝐵, 𝑌|) = ⁡
𝐵⁡𝑌

‖𝐵‖⁡‖𝑌‖
 = 0.15399832 
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We can see that word vectors are not close with a similarity score of 0.15399832. 

Hence, words which are close semantically, their vectors are also close. Words 

which are not related to each other, their vectors are not similar. Therefore, word 

embeddings are considered as very powerful representation for human natural 

language.  

So we showed that word embeddings generates word vectors so that words with 

close meaning and relationship have close vectors in vector space. Can we visualize 

this? Figure 17 presents the visualization of the word “Bakı” (Baku) and 10 closest 

word vectors to this word in 3 Dimensional space; v ∈ ℝ3:    

 

Figure 17: Word Embedding model, Visualization of the word vector “Bakı” and top 10 

closest vectors in 3D space 

 

As we can see top 10 closest vectors to the word “Baku” are all city names, such 

as “Kiyev” (Kiev), “Xankəndi” (Khankendi), “Sumqayıt” (Sumgayit) and etc. This 

is similar to human thought process as we humans also kind of group closely related 
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words in our brains. Therefore, we can say that word embeddings represents the 

meaning of words and human natural language mathematically. This is of course 

very long-waited and desired representation in the field of natural language 

processing. Because, these representations, more specifically, high dimensional 

word vectors can be used to train very successful machine learning and deep learning 

architectures. Having vectors which captures the meaning of words is revolutionary 

even so that algebraic operations over these vectors also preserve the meaning of 

words.  

 

Figure 18: Word Embedding model, Visualization of the word vectors “Bakı” (Baku) and 

“yaz” (spring) together with top 5 closest vectors to them in 3D space 

 

Figure 18 demostrates the power of word embeddings even more clearly. In the 

above figure, we visualize 2 unrelated words that we previously talked about “Bakı” 

(Baku) and “yaz” (spring) in the 3 dimensional vector space. We also visualize top 

5 closest vectors to each of them. We can clearly see that season names “payız” 
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(autumn), “yay” (summer), “qış” (winter), and even the poetic, Persian rooted 

version of the word “bahar” (spring) having grouped together in vecotor space. And 

other city names together with “Bakı” (Baku) grouped together in vector space. We 

will talk more about visualizations of word embeddings in Section 4.3.  

4.4.1 Experimental setup 

 

Can word embedding vectors do more, will they preserve meaning if we add, 

subtract these vectors? If they preserve meaning, can they answer more complex 

analogy questions given in human natural language? It turns out the answer is yes 

and this is the root of intrinsic evaluation methods. Namely for the intrinsic 

evaluation, batches of analogy questions are used and the performance of the model 

is measured in terms of accuracy. If the model output for the given analogy task is 

the same as correct answer to the analogy, then question is assumed to be correctly 

answered and false otherwise. Before presenting intrinsic evaluation results, let’s 

explore the concept of analogy questions on one example: 

 What will be the answer of the following analogy question: 

 ”girl” =>  “woman”, 

 X  => “man” , what is X? 

The answer is “boy” by analogy, because “girl” is as similar to a “woman” as a 

“boy” is similar to a “man”. Can word embeddings answer this question? Can it 

predict that “boy” is as similar to “man” as “girl” is similar to “woman” by using 

vectors? It turns out that word embeddings capture the meaning and relationship of 

the words so well that it can answer the analogy questions. But how? By using 

algebraic operations with vectors. So, words are vectors now and we know that we 

can add, subtract do other operations with vectors. So what will happen if I add word 

vectors or subtract word vectors? If I formulate this question with vectors this can 

be like: what is “kişi” (man) – “qadın” (woman) + “qız” (girl)? So without vectos 

this question is analogy, given “girl” => “woman”, X =>”man”. If we ask what is X, 

by analogy the answer is “boy”. So with word embeddings we take, the word vector 

“qız” (girl) and subtract the word vector “qadın” (woman) and add to this the vector 

“kişi” (man).  

vector (“qız” [girl]) -  vector (“qadın” [woman]) + vector (“kişi” [man])  
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As a result, we get a new vector. And this vector amazingly turns out to be the 

answer of our analogy question namely, word vector for the word “oğlan” (boy). 

A. vector (girl) - vector (woman) + vector (man) = vector(boy) 

 

 

Figure 19: Word Embedding model, Visualization of the vector operations for analogy A in 

3D space 

 

Word embeddings is also able to encode very subtle semantic relationship 

between words. For example, we can use vectors and algebraic operations to find 

capital city, country relationships. A sample capital coutry semantic evaluation 

question is as follows. If for “Azərbaycan” (Azerbaijan) it is “Bakı” (Baku), then it 

must be “Moskva”  (Moscow) for “Rusiya” (Russia).  By vector notation: 

B. vector(Azərbaycan) – vector(Bakı) + vector(Rusiya) = vector(“Moskva”) 
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Figure 20: Word Embedding model, Visualization of the vector operations for analogy B in 

3D space 

 

Note that this only one instance of capital country semantic evaluation task for 

demonstation, for experimental measurements and results batches of these analogy 

questions are used and accuracy score is evaluated.  

We can also find other semantic relations from word embeddins as well such as 

masculine feminine forms of words, lexical suffixes and etc. The fact that word 

embeddings architectures learn this relationships from only data corpus without any 

specific grammar rules is truely the distinguishing feature of them.  

Word embeddings not only capture this type of semantic relationships, but 

also capture syntactic relationships as well. Syntactic relathions can be of the 

following form, “məktəb” (school) => “məktəbdən” (from school), “ev” (home) => 

X. Formulated in vector notation as follows: 

C. vector(məktəbdən) – vector(məktəb) + vector(ev) = vector(“evdən”) 
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Figure 21: Word Embedding model, Visualization of the vector operations for syntactic 

analogy C in 3D space 

 

Here, word embeddings generated by us truly answers the word vector 

“evdən” (from home). Note that this type of relation is valid only in Azerbaijani 

language because of agglutination. So, as novelty we will show how well word 

embeddings encode the syntactic relations with agglutination.  We have prepared 

semantic and syntactic evaluation tasks specifically for Azerbaijani and the accuracy 

results of different word embedding architectures for Azerbaijani will be given in 

the next section in these intrinsic evaluation tasks.  

For training and running experiments machine with the following parameters 

have been used. Processor is Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz 3.19 

GHz, with an installed memory (RAM) of 16.0 GB (15.9 GB usable). System type 

is 64-bit Operating System, x64-based processor. Sytem has 12 logical processors 

over 6 main cores. 
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4.4.2 Evaluation Metrics 
 

To evaluate the performance of machine learning models in experiments, 

scientific researchers employ various statistical rates, and metrics depending on the 

nature of experiments. As an evaluation metrics for the experiments we have used 

accuracy score. Accuracy score is used extensively in machine learning experiments 

as it is able to quantify the quality of predictions precisely.  

For intrinsic evaluation experiments we have prepared extensive sets of 

analogy questions. For each analogy question in the batch, model predicts a word 

vector. The closest word vector to the predicted vector is calculated. If the word 

vector is the same as the answer of analogy, the prediction is considered true. In all 

other cases the prediction is considered false. At the end, the accuracy score is 

calculated by summing the number of all true predictions divided by the number of 

all predictions: 

1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
⁡∑1(ý𝑖 == 𝑦𝑖)

𝑛

𝑖=0

 

 

4.4.3 Intrinsic Evaluation Results 

 

In this section we present the results of intrinsic evaluation for Azerbaijani 

word embeddings. As we mentioned earlier, word analogy tasks consisting of 

semantic and syntactic analogies are chosen for evaluating the performance of the 

generated word embeddings for Azerbaijani. In the following chapters we present 

the results for each architecture and provide detailed analysis. 

4.5  CBOW Architecture 
 

Below table shows the Continuous Bag of Words architecture’s results on 

word analogy tasks given as percent accuracy. Highest accuracy scores are shown 

in bold, underlined format. 
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Vector Dim. 

 

 

Size 

Accuracy Score (out of 1) 

Syntactic Semantic Overall 

300 55M 64.5 36.2 50.3 

300 108M 77.2 45.5 61.3 

300 164M 83.9 45.5 64.7 

 

Table 6. Intrinsic Evaluation results for CBOW architecture 

 

As we can observe from the table, the accuracy of model increases in 

accordance with the size. And the model attains its highest accuracy with the largest 

dataset size available with the size of 164 million. This indicates that having even 

larger dataset could contribute increasing model accuracy. Surely, the relevance of 

the dataset and its structure still plays huge role. Highest accuracy score achieved on 

syntactic task is 83.9 %, while for the semantic task the score is 45.5 %. We can see 

the trend that CBOW architecture generally does better in capturing syntactic 

relationships, therefore have higher scores in syntactic evaluation tasks. Note that 

intrinsic analogy questions considered very hard task in machine learning. For 

reference, the score of the model for English language trained by Mikolov and et al. 

in semantic analogy task is 57.3 %. And for syntactic analogy task, the score for 

English language is 68.9%. Thus overall score for English is 63.7%. For Azerbaijani, 

we have 64.7% accuracy. 

 

4.5.1 Model Analysis: Vector Length 
 

Word embedings are dense vector representations of the words which aims to 

encode the meaning of words in vectors. Encoded word vectors can be of different 

dimensions for example 50 dimensions, 100 dimensions, 500 dimensions and etc. 

Vector dimensions plays a huge role in the quality of the word vectors generated. 

Two dimensional encoded word vector most probably carries less information than 



52 
 

let’s say 50 dimensional word vector. Therefore, we present and analyze the intrinsic 

evaluation scores for different vector dimensionalities.   

 

 

 

Vector Dim. 

 

 

Size 

Accuracy Score (out of 1) 

Syntactic Semantic Overall 

50 164M 61.3 28.8 45 

100 164M 72.6 39.4 56 

200 164M 82.3 40.9 61.6 

300 164M 83.9 45.5 64.7 

500 164M 80.6 39.4 60 

 

Table 6.  Comparison of Intrinsic Evaluation results for CBOW architecture for 

Combined data corpora 

 

In table 6, comparison of accuracy scores with different choice of word vector 

dimensionality is given for CBOW architecture trained on combined data corpora. 

The results are indicating that increasing vector dimensionality generally increases 

the accuracy score.  This can be explained by the fact that vectors with higher 

dimensionality can preserve more information. Having extra dimensions for storing 

information allows the architecture to learn even more subtle semantic and syntactic 

relationships of words. Therefore, word vectors with high dimensions have more 

capability to capture the meaning of words successfully. The score however goes 
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slightly down when we increase the vector dimensionality to 500 dimensions. 

 

Figure 22: Intrinsic Evaluation results at various vector sizes 

 

We can observe the relationship between increasing vector dimensionality and 

accuracy scores in the Figure 22, where we visualize the corresponding accuracy 

scores obtained from using word vectors for various vector dimensionalities. From 

Figure 22, we can see that model learns syntactic relations rapidly. Meaning word 

vectors with lower dimensionality such as 100 dimensions can still capture syntactic 

relations. However, for learning semantic relations higher vector dimensionality is 

needed. As we can observe from the graph, the accuracy score for semantic task is 

growing sharply until vector dimensionality of 300.  This is because semantic 

meaning and relationship of words are more difficult to learn and they require more 

information to be encoded in the vectors. As vectors with higher dimensionality can 

encode more information, they are more successful at capturing semantic 

relationships.   
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4.5.2 Model Analysis: Corpus Size 
 

Having comprehensive and large scale data corpora plays a huge rule in 

achieving high accuracies, as language models needs to learn the vector 

representations of words from a lot of different contexts. In this section we analyze 

the effect of corpus size on the intrinsic evaluation accuracies.  

 

 

Figure 23: Accuracy results on analogy tasks for 300 dimensional word vectors for CBOW 

architecture trained on datasets of different size  

 

Above table visualizes the syntactic, semantic and overall accuracy scores of 

CBOW architecture for word vectors of 300 dimensionalities on the datasets of 

different sizes. News dataset is of size 55 million token, while Books and Combined 

datasets have 108 million and 164 million tokens respectively. Here, we can observe 
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that the accuracy score increases as the dataset size is increasing. The explanation is 

that in larger datasets model sees words in a lot more contexts allowing it to learn 

more accurate vector representation for the words.  

 

4.6  FastText Architecture 

 

FastText architecture allows accounting for sub word information by using 

character n-grams. This is very useful for Azerbaijani language, as it is an 

agglutinative language. Being an agglutinative language makes handling sub word 

structures even more important as most of the syntactic relations are at sub word 

level. Thus, we can expect that this architecture will have higher syntactic accuracy 

score in intrinsic evaluation tasks. In the Table 7 below, we report detailed accuracy 

scores for fastText architecture, with word vector dimensionality of various sizes 

trained on 3 types of datasets. Highest scores for each dataset size grouping is shown 

as bold and underlined. Vector dimension represents the number of word vector 

dimensions learnt by the model. 

 

 

 

Vector Dim. 

 

 

Size 

Accuracy Score (out of 1) 

Syntactic Semantic Overall 

50 108M 78.9 36.4 57.7 

100 108M 84.2 39.4 61.8 

200 108M 84.2 34.8 59.5 

300 108M 86 34.8 60.4 

500 108M 84.2 25.8 55 

 

Table 7. Intrinsic Evaluation results for fastText architecture 
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We observe that sub word information improves the accuracy score for syntactic 

tasks, while learning these types of relations even for smaller vector dimensions. In 

contrast, we observe that enriching word embedding vectors with character level 

information did not contribute to semantic evaluation score, it even slightly 

decreased it.   

4.7  Model Analysis: Comparison of word embedding models 

 

We showed that fastText architecture achieves higher accuracies in syntactic 

analogy questions, while for semantic questions the performance is worse. In this 

section, we present the comparison of two architectures. We keep window and 

dataset size static and report the overall accuracy of these two architectures trained 

on Books Dataset.  

 

Figure 23: Accuracy of CBOW and fastText architectures trained on Books Dataset as a 

function of vector size  
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In Figure 23, we visualize the comparison of fastText and CBOW architectures. 

We present accuracy scores of fastText and CBOW architectures as a function of 

vector size. As it is observed from the graph, CBOW architecture attains more 

overall accuracy score than fastText architecture. We can observe that for smaller 

vector sizes fastText learns the word vector representations more successfully. 

However, after vector size 120, CBOW begins to dominate fastText architecture till 

vector size of 300.  

 

4.8  Extrinsic Evaluation Experiments  

  

After training on large scale datasets, word embeddings can be used in 

downstream natural language processing tasks. Downstream natural language 

processing tasks can be from different domain than the word embedings were trained 

on, hence the name extrinsic. Extrinsic evaluation is another technique for measuring 

the quality of word vectors produced by word embeddings architectures. To conduct 

the experiments, word vectors are taken and each word token is projected to a vector 

for further processing. The layer vectorising word tokens is frequently called 

Embedding layer, after which dropout, convolution, LSTM, dense and pooling 

layers are added. Below, we present details of the machine learning architecture, that 

we have built.  

 

Layer (type)                 Output Shape              Param #    

================================================================= 

embedding_2 (Embedding)      (None, 100, 300)          32691600   

_________________________________________________________________ 

dropout_7 (Dropout)          (None, 100, 300)          0          

_________________________________________________________________ 

conv1d_7 (Conv1D)            (None, 96, 64)            96064      

_________________________________________________________________ 

max_pooling1d_7 MaxPooling1  (None, 24, 64)            0          

_________________________________________________________________ 

lstm_14 (LSTM)               (None, 300)               438000     

_________________________________________________________________ 

dense_11 (Dense)             (None, 1)                 301        

================================================================= 

Total parameters: 33,225,965 

 
Figure 24: Architecture of our machine learning model 
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Architecture learns task specific parameters through iterations over bathes of 

data. The tasks can be different. For extrinsic evaluation, we have chosen sentiment 

analysis task.  In this task, given social article, model should predict the sentiment 

of the article. Model is first trained on labeled social news articles, and then its score 

is measured on hold-out validation data.  

 

4.8.1 Evaluation Metrics 

 

To evaluate the performance of machine learning models in experiments, 

scientific researchers employ various statistical rates, and metrics depending on the 

nature of experiments. Evaluation metrics for extrinsic evaluation tasks are 

determined depending on the extrinsic evaluation task. For instance, BLUE score 

can be applied for measuring the quality of machine translation tasks. For sentiment 

analysis, the sentiment label is predicted for each article and we employed accuracy 

score to compare the grand truth label with predicted label. 

 Machine learning model that we have trained predicts the sentiment label of 

each social news article in validation set. For each social news article in the batch, 

model predicts a sentiment label. If the predicted sentiment label is the same as the 

grand truth label, the prediction is considered true. If the prediction is different from 

grand truth label, the prediction is considered false. The accuracy score is calculated 

by summing the number of all true predictions divided by the number of all test in 

the validation set: 

1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
⁡∑1(ý𝑖 == 𝑦𝑖)

𝑛

𝑖=0

 

 

4.8.2 Sentiment Analysis Dataset Description 

 

For sentiment analysis task, the dataset is relatively balanced dataset, negative 

social news articles constituting 62.6% of all news articles in the dataset. Note that, 

the same distribution is used for test set, in order to evaluate the performance of the 

model precisely.  
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Figure 25: Distribution of sentiment labels in sentiment analysis dataset 

 

 

4.8.3 Sentiment Analysis Implementation Results 

 

Word vectors generated by word embeddings architectures are applied to 

sentiment analysis task. The score of the machine learning architecture reflects the 

quality of word vectors. The better the word embedding vector, the better model is 

able to learn the extrinsic evaluation task. We have used frozen embedding vectors 

as embedding layer in sentiment analysis task and trained our machine learning 

architecture. Our machine learning architecture consists of Embedding Layer, 

Dropout layer for regularization, 96 x 64 Convolution Layer, MaxPooling Layer, 

LSTM layer and fully connected dense layer. The architecture has overall 33 225 

965 parameters. More detailed view of our architecture is given in Figure 24.  
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Figure 26: Training and Validation loss of the model as a function of epochs 

 

 In the above figure, we present the training and validation loss of the model 

architecture as a function of epochs. As we can observe the training loss is decreasing 

as we increase the number of epochs, while validation loss has a static pattern around 

0.20. This means that the model has learnt from the dataset sufficiently, and epoch 

count of 20 is ample. Thus, increasing epoch counts further will lead to overfitting. 

Having higher validation loss than training loss is normal as model has not seen the 

validation data, and consequently, validation loss is naturally higher than training 

loss. We also observe that the values for validation and training loss is close, 

meaning, the model has learnt the pattern successfully on training set. Therefore, for 

the test set that model has never learnt, it has approximately close validation loss. 

Monotonic steady decrease on the training loss indicates that the model has adequate 

learning capacity, with the given number of learning parameters of approximately 

33 million parameters.   
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Figure 27: Training and Validation accuracy of the model as a function of epochs 

 

 In the Figure 27, we visualize the accuracy scores of our model on sentiment 

analysis task given as a function of number of epochs. For test set our architecture 

have achieved 95.36% accuracy, which shows that word vectors have successfully 

encoded the semantic meaning of words. Word vectors generated by fastText model 

architecture have reached 94.38% accuracy score. In the above figure, we also 

observe steady increase in validation accuracy. While validation accuracy has steady 

pattern 93-95% percent accuracy intervals. Training accuracy begins from 84% 

accuracy and increases sharply to 90% percent accuracy on 2 second epoch. 

Afterword’s, validation accuracy follows a gradually growing pattern. Peaking 

above 98% accuracy. At the same time, test accuracy follows progressively 

increasing pattern. We observe a sudden spike at epoch 13, following the peak, the 

accuracy score continues fluctuation pattern till epoch 20, oscillating between 94-96 
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percent accuracy intervals. The final accuracy score of our architecture on test set is 

95.36 percent. We conclude that word embeddings are successful representation for 

the words in the extrinsic evaluation task of sentiment analysis. 
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Chapter 5 

 

Discussion and Conclusion 

 

5.1  Discussion 

 

This thesis paper explored natural language representation approaches from 

traditional vector space models to very recent word embedding and pre-training of 

deep bidirectional transformer architectures. In the scope of this thesis various 

machine learning architectures have been built and word embeddings have been 

generated for Azerbaijani language. We have used very large text corpora for 

generating these embeddings. We showed architecture details, as well as their 

advantages over previous techniques for each new approach. Traditional vector 

space models, on top of which recent approaches have been built, were discussed in 

section 2. We talked about their underlying principles and the areas where these 

approaches needed improvements. Furthermore, we talked about word vector 

representation approaches, which attracted a lot of attention from researches in 

recent years for their success in various natural language processing tasks. We also 

discussed syntactic as well as semantic linguistic regularities encoded by these word 

embedding vectors. To evaluate the performance of constructed word embeddings, 

we introduced semantic and syntactic evaluation experiments, and reported the 

accuracy scores in intrinsic evaluation section of Results and Implementation. We 

observed that CBOW architecture successfully preserved the semantic and syntactic 

relations with an overall accuracy score of 64.7% in analogy tasks. Note that intrinsic 

analogy questions are considered very hard tasks in machine learning. For reference, 

the score of the model for English language trained by Mikolov and et al. in semantic 

analogy task is 57.3 %. And for syntactic analogy task, the score for English 

language is 68.9%. Thus overall score for English is 63.7%. For Azerbaijani, we 

have achieved 64.7% accuracy.  

The analysis of comparison of accuracy scores with different choice of word 

vector dimensionality indicates that increasing vector dimensionality generally 

increases the accuracy score.  This can be explained by the fact that vectors with 

higher dimensionality can preserve more information and therefore have more 
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capability to encode the meaning of words. Having extra dimensions for storing 

information allows the architecture to learn even more subtle semantic and syntactic 

relationships of words. Therefore, word vectors with high dimensions have more 

capability to capture the meaning of words successfully. 

The fact that language models require massive amount of textual data is a 

well-known fact in research community. Having comprehensive and large scale data 

corpora plays a huge rule in achieving high accuracies, as language models need to 

learn the vector representations of words from a lot of different contexts. To measure 

the effect of dataset size, we conducted the experiments with datasets of varying 

sizes and provided analysis of the impact of the dataset size. For the experiments, 3 

data corpora with different sizes have been created. News dataset is of size 55 million 

tokens, while Books and Combined datasets have 108 million and 164 million tokens 

respectively. We observed that the accuracy score increases as the dataset size is 

increasing, syntactic score peaking at 83.9% accuracy on the dataset consisting of 

164 million tokens. The explanation is that in larger datasets model sees words in a 

lot more contexts allowing it to learn more accurate vector representation for the 

words. 

 

5.2  Conclusion 

 

In this thesis, very recent language representation architectures, word embedding 

generation techniques, contextualized word embeddings had been discussed. Word 

embeddings have been generated and their effectiveness have been measured 

empirically by means of intrinsic and extrinsic evaluation experiments. Different 

evaluation parameters for language representation learning architectures have been 

analyzed in this thesis paper. These techniques are at the root of many breakthroughs 

and the establishment of new state-of-art results in almost any natural language 

processing tasks. We showed and thoroughly analyze word embeddings for a 

morphologically rich, agglutinative language, namely, Azerbaijani. Achieving high 

accuracy scores in syntactic evaluation experiments shows that word embeddings 

are effective at preserving syntactic relationships for agglutinative languages which 

utilizes morphemes to create complex words.  Generated word embeddings have 

also been applied to sentiment analysis task which is used as an extrinsic evaluation 
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experiment to assess the embeddings. Accuracy score on sentiment analysis task is 

95.3%. We hope that this paper will be useful for researchers whose research is 

crossing with human natural language representation approaches.  
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Glossary  

 

NLP Natural Language Processing 

BLUE Bilingual Evaluation Understudy 

GloVe Global Vectors For Word Representation 

CBOW Continuous Bag of Words 

BERT Bidirectional Encoder Representations 

from Transformers 

ELMo Embeddings from Language Models 

LSTM Long Short-Term Memory 

TF-IDF Term Frequency Inverse Document 

Frequency 

TF Term Frequency 

POS Part of Speech Tagging 

NER Named Entity Recognition 

LSA Latent Semantic Analysis 

MT-DNN Multi-Task Deep Neural Networks 

DL Deep Learning 

RNN Recurrent Neural Networks 

ML Machine Learning 

IDF Inverse Document Frequency 

CFG Context Free Grammar 

GPT Generative Pre-trained Transformer 

RoBERTa A Robustly Optimized BERT Pretraining 

Approach 

XLNet Generalized Autoregressive Pretraining 

for Language Understanding 

GPU  Graphics processing unit 
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TPU Tensor processing unit 

CNN Convolutional neural network 

CRFs Conditional Random Fields 

BRNN Bidirectional Recurrent Neural Networks 

GAP Global Average Pooling  

PCA Principal Component Analysis 

ReLU Rectified Linear Unit  

SVM Support Vector Machine 

RNNLM Recurrent Neural Network Language 

Model 
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