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Preface to ”Power Electronics in Renewable 
Energy Systems”

The observed changes in weather conditions have accelerated the installation of renewable 
energy-based electricity systems around the world. Large-scale utilization of renewable energy 
sources in electricity production requires the use of power electronic converters to integrate the 
renewable energy systems into the power grids. This integration brings about certain challenges 
in terms of stability and robust performance of the power grids, which have to be solved before 
the wellbeing of the power grids can be guaranteed. This Special Issue of Energies aims to reveal 
the state-of-art in addressing interfacing problematics. According to the published papers, clear 
advancements have taken place, but the most critical issues remain unsolved. Direct power control 
with self-synchronizing synchronverters may be the most promising technique for solving the main 
stability problem, although many unsolved problems still persist. Another challenge in renewable 
energy production is the fluctuating nature of the available energy in renewable energy sources, 
which require utilization of stored energy to smooth the fluctuations. Different storage battery 
technologies are available, but their production may pose problems in the long term.

Teuvo Suntio, Tuomas Messo

Special Issue Editors

xi
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1. Introduction

Renewable energy-based generation of electrical energy is currently experiencing rapid growth in
electrical grids. The dynamics of electrical grids are starting to change due to the large-scale integration
of power electronic converters into the grid for facilitating the utilization of renewable energy. The main
problem with the use of grid-connected power electronic converters is the negative incremental resistor
behavior observed in their input and output terminal impedances, which makes the grid prone to
harmonic stability problems that are observed nowadays more and more often. This problem is
difficult or even impossible to remove because the converters have to be synchronized to the grid
frequency, which actually creates the named output terminal-related problematic behavior. The input
terminal-related problem is usually related to the output terminal feedback arrangement or to the
grid synchronization actions. There are naturally many other problems, which can be related to the
application of the renewable energy sources as an input source of the converters, and which can change
their dynamic behavior profoundly.

The Special Issue of Energies “Power Electronics in Renewable Energy Systems” was intended to
disseminate new promising methods to tackle the stability problems observed to take place in power
grids, and to provide new information to support the understanding of the origin of those problems.
The particular topics of interest in the original call for papers included, but were not limited to:

• Stability and modeling of large grid-connected PV and wind power plants;
• Dynamic modeling and control design of renewable energy converters in grid feeding, supporting,

and forming modes;
• Impedance-based grid interaction studies;
• Issues related to control, stability, diagnostics and interfacing of energy storage in renewable

energy systems;
• Voltage and frequency control of grids with high penetration of renewable distributed generation.

This special issue of Energies contains four invited submissions [1–4], three review articles [5–7],
and twenty-three research articles [8–30] covering different topics in renewable energy systems.
The authors’ geographical distribution is:

China (14); Finland (4); Korea (2); The Netherlands (1), Japan (1); Israel (1); USA (1); Canada (1);
India (1); Jordan (1); Malaysia (1); Italy (1); UK (1).

We thank the editorial staff and reviewers for their great efforts and help during the process.

2. Brief Overview of the Contributions to This Special Issue

The main contributions of the paper are briefly reviewed in the following subsections. The first
subsection reviews the invited papers, the second subsection reviews the review papers, and the third
subsection reviews the article-type papers that are not reviewed in first subsection. No topic-specific
classification is applied.

Energies 2019, 12, 1852; doi:10.3390/en12101852 www.mdpi.com/journal/energies1
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2.1. Invited Papers

Suntio et al. [1] introduce the full picture of the source and load interaction formulations covering
typical three-phase grid connected inverters, which are applied in renewable energy applications.
The complexity of the analyses is obvious. The paper contains both simulated and experimental
evidence to support the theoretical findings in the paper. It is clearly demonstrated that omitting the
cross-coupling elements in the associated impedances will lead to very poor accuracy of the interaction
analyses. Messo et al. [2] demonstrate that it is possible to implement an emulator for a grid-connected
three-phase inverter by applying a high-bandwidth amplifier, which can be used effectively to study
the dynamic behavior of AC microgrids. Sun et al. [3] study the behavior of the phase locked loop (PLL)
of the grid-connected power converter during a phenomenon known as rate of change of frequency
(ROCOF) and its influence on the stability of the grid. Such a phenomenon has been observed to take
place in the Bonaire Island power grid as a consequence of a grid fault. According to the study, the
PLL control bandwidth has a crucial role in the well-being of the power grid. Amer et al. [4] studied
the maximum power point (MPP) tracking process, where the perturbation frequency was adaptive
instead of the step size to ensure a fast and trouble-free tracking process. The demonstrations show
that the proposed technique works well.

2.2. Review Papers

One of the review papers [1] was already reviewed in Section 2.1. Suntio [5] introduces the
small-signal modeling and analysis of a peak-current-mode (PCM) controlled buck converter, which
operates in discontinuous conduction mode (DCM). The modeling method is introduced already in
2001 but the given models are load-resistor affected and do not contain the effect of circuit parasitic
elements. The paper shows that the load resistor hides the real location of the unstable pole, which is
usually assumed to appear at the output–input voltage ratio of 2/3, but it can appear at the output–input
voltage ratio of 1/2. It is also observed that the circuit elements have a significant contribution to
the dynamic behavior as well. Tareen et al. [6] compare the use of static compensator (STATCOM)
and active power filter (APF) in tackling the power quality issues in the case of high penetration of
renewable energy sources in the power grid. The paper provides a comprehensive survey of the related
topics and a wide list of key finds, which cannot be presented briefly in this overview.

2.3. Article Papers

Wang et al. [7] proposes a modified self-synchronized synchronverter, which works better in
an unbalanced grid compared to the conventional self-synchronized synchronverters. The main
benefit of the synchronverters is that there is no need for PLL function, which would eliminate the
negative incremental resistor phenomenon in the output impedance of the grid-connected converter.
Rizqiawan et al. [8] introduce the development of grid-connected inverter modules intended for
teaching microgrid issues to electrical engineering students. Liu et al. [9] introduce issues related to the
concept known as Energy Internet, where microgrid control is implemented based on the internet by
utilizing the concept of an energy router. In this study, the primary energy sources are considered to be
a photovoltaic array, an energy storage battery, and the battery of an electric vehicle. Opila et al. [10]
introduce virtual oscillator control of voltage-sourced and current-controlled power converters. The
paper is highly theoretical and lacks a direct practical connection to the real world. Anuradha et al. [11]
introduce the design and analysis of a non-isolated three-port single ended primary inductance
converter (SEPIC) for renewable energy source applications, where the input section of the converter
is used as a modular section for interfacing different renewable energy sources. The problem in the
paper is that the PV interfacing is not considered correctly, which is still quite a common issue in
renewable energy interfacing studies. Park et al. [12] introduce the methods to control the speed of a
turbine generator, where the energy of the system is extracted from different heat sources. The control
algorithm indirectly estimates the required speed of the generator. The rest of the converter system is

2
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similar to the full-power converter systems used in wind power interfacing. Yan et al. [13] study the
inertia and damping characteristics of a doubly-fed induction generator (DFIC) during a grid fault.
The paper proposes methods to control the frequency in such a manner that the system stability is
improved. Suntio [14] provides small-signal models for a peak current mode-controlled boost converter,
which operates in discontinuous operation mode with all the power stage parasitic elements included.
It is shown that the modeling technique developed in the early 2000s yields accurate models for the
boost converter as well when the load resistor effect is removed. Yang et al. [15] study the oscillation
phenomenon observed to take place between the parallel-connected grid-tied inverters in weak grid
conditions. The damping method is based on adding two virtual impedances in series and in parallel
with the original output impedance of the inverter. The practical experiments show that the proposed
technique works. Xu et al. [16] introduce methods to provide grid-supporting functions in photovoltaic
systems by utilizing battery energy storage to create a virtual synchronous generator. The power
system is claimed to be able to operate without phase locked loop grid synchronizing. The concept
is validated with simulations. Hu et al. [17] study the coordinated control of virtual synchronous
generators. The developed strategy is validated by simulations. Liu et al. [18] study the ultra-short-term
wind power prediction methods, which are based on multivariate phase–space reconstruction and
linear regression. The developed method is shown to be more accurate than earlier developed methods.
Li et al. [19] study the design of phase lock loop-based grid synchronizing aiming for fast transient
behavior. The proposed concept is based on the application of adaptive notch filtering and moving
average filtering as the inner loop of the phase locked loop. The experimental validation proves the
improvement of the proposed technique. Salgado-Herrera et al. [20] study the total harmonic distortion
(THD) in wind energy systems showing that the utilization of an active front-end converter to provide
the DC-link voltage will reduce the overall THD. The concept is verified by simulation. Hu et al. [21]
propose an improved droop control method based on the conventional droop control with a washout
filter controller. The proposed method is validated by utilizing the hardware-in-the-loop (HIL) method.
Merabet [22] studies the application of adaptive sliding mode speed control of a wind energy generator.
The proposed technique is validated experimentally by utilizing a small-scale prototype system.
Miceli et al. [23] study harmonic mitigation by means of computational methods in a single-phase
five-level cascaded H-bridge multilevel inverter. The developed method is experimentally validated
with a small-scale prototype. Tran et al. [24] study the control design of a grid-connected inverter under
distorted grid conditions based on the linear-quadratic regulator technique. The proposed control
technique is based on the internal model control principle. The experimental validation shows that the
proposed technique works well. Li et al. [25] study the effect of adaptive resonant controllers on the
stability of the grid-connected inverters under weak grid conditions. The validation of the studies
is performed experimentally. The paper provides useful tips for implementing adaptive resonant
controllers to avoid problems. Yan et al. [26] study the control methods of grid-connected inverters
to make them mimic the characteristics of a synchronous generator. The proposed techniques are
validated by simulations, which do not necessarily convince the readers. Yan et al. [27] study the
adaptive maximum power point tracking-based control to create the properties of a synchronous
generator. The reader may have problems understanding the proposed techniques because the authors
have not explicitly specified in which operation mode the system is working. Dalala et al. [28] propose
an algorithm for thermoelectric generators to track the maximum power point (MPP). The method is
based on indirectly detecting the open-circuit voltage and estimating short circuit current, which are
then used for tracking the MPP. The experimental waveforms show that the proposed technique tracks
the MPP very quickly. Wang et al. [29] study the energy management in a micro-grid based on demand
response. An optimization strategy is developed for minimizing the operating costs. The strategy is
tested on a real case study. Liang et al. [30] study the balancing of the charges of embedded storage
batteries in series-connected switching modules. The proposed control strategy is experimentally
tested and shown to work well.

3
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2.4. Discussions

The published papers represent the current main topics related to renewable energy. The lack of
full understanding of the dynamics of the converters, which are applied in a renewable energy system,
still dominates the discussions in this field even if hundreds of papers have already been published
where the true nature has been explicitly presented. The lack of experimental validation will also
usually reduce the acceptance of the information.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Impedance-ratio-based interaction analyses in terms of stability and performance of DC-DC
converters is well established. Similar methods are applied to grid-connected three-phase converters
as well, but the multivariable nature of the converters and the grid makes these analyses very
complex. This paper surveys the state of the interaction analyses in the grid-connected three-phase
converters, which are used in renewable-energy applications. The surveys show clearly that the
impedance-ratio-based stability assessment are usually performed neglecting the cross-couplings
between the impedance elements for reducing the complexity of the analyses. In addition,
the interactions, which affect the transient performance, are not treated usually at all due to the
missing of the corresponding analytic formulations. This paper introduces the missing formulations
as well as explicitly showing that the cross-couplings of the impedance elements have to be
taken into account for the stability assessment to be valid. In addition, this paper shows that the
most accurate stability information can be obtained by means of the determinant related to the
associated multivariable impedance ratio. The theoretical findings are also validated by extensive
experimental measurements.

Keywords: source and load impedance; transient dynamics; stability; grid synchronization;
power electronics; power grid

1. Introduction

The negative-incremental-resistor oscillations were observed to take place, in practice, already
in the early 1970s when an LC-type input filter was connected at the input terminal of regulated
converters as reported in References [1,2]. The development of the dynamic modeling method known
as state-space averaging (SSA) in the early 1970s [3–5] enabled the theoretical studies of the origin of
the input-filter interactions, which were published in the mid 1970s [6,7] by Middlebrook. He stated
later that he applied the extra-element-theorem-based (EET) method [8,9] when developing the
input-filter-design rules in References [6,7] for the cascaded input-filter-converter system. According
to the EET method, the source or load-system-affected transfer function GS/L

org (s) of the converter can
be given by

GS/L
org =

1 + Zn−1Yn−2

1 + Zd−1Yd−2
× Gorg (1)
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where Gorg(s) denotes the original or unterminated transfer function of the converter, Zn−1Yn−2

denotes the impedance-admittance product of the numerator polynomial, and Zd−1Yd−2 denotes the
impedance-admittance product of the denominator polynomial, respectively. The formulation in
Equation (1) is very useful, because it defines automatically the correct order of the impedance-like
elements in the numerator and denominator impedance-admittance products, to perform the
source/load analysis in a correct manner as instructed in References [10–12] and implied in Figure 1.
The most crucial factor in the analysis of the cascaded systems is to recognize that the duality must be
valid at the interface between the upstream and downstream subsystems. This means that the only
valid source-sink pairs are Figure 1a,d as well as Figure 1b,c, respectively. The cascaded system will
not be proper with the other source-sink combinations at the interface between the subsystems because
of violating Kirchhoff’s laws.

Figure 1. The source/sink equivalent circuits: (a) Thevenin’s source, (b) Norton’s source, (c) Thevenin’s
sink, and (d) Norton’s sink.

As Equation (1) indicates, the theoretical formulation in Equation (1) does not contain impedance
ratios, but it is sometimes easier to understand the behavior of the impedance-admittance products,
when the product is considered as an impedance ratio as in References [6,7]. The minor-loop gain
launched by Middlebrook in References [6,7] actually denotes the denominator product Zd−1Yd−2 as
minor-loop gain, which can be given equally as Zd−1/Zd−2, because Zd−2 = Y−1

d−2. The minor-loop
gain actually equals ZTHYN according to Figure 1, which indicates explicitly that the numerator
impedance of the impedance ratio (i.e., minor-loop gain) always equals the internal impedance of
the voltage-type subsystem, and the denominator impedance equals the internal impedance of the
current-type subsystem, respectively [10].

Stability of the cascaded system can be assessed based on ZTHYN by applying Nyquist stability
criterion [13], because (1 + ZTHYN)

−1 forms an impedance-based sensitivity function similarly as
(1 + Lx)

−1 in control engineering [14,15], where Lx denotes the feedback-loop gain. If the phase or
gain margin of the feedback loop is low then the sensitivity function will exhibit peaking, which affects
the corresponding closed-loop transfer function, and it may cause deterioration in transient response
or may make the converter more prone to instability [14,15]. The similar phenomena will take place
also in case of (1 + ZTHYN)

−1.
The impedance-admittance product (Zn−1Yn−2) of the numerator polynomial is not directly

related to the system stability similarly as ZTHYN is. One of the elements in Zn−1Yn−2 equals either
ZTH or YN depending on the type of the source/load system (cf. Figure 1), and the other element (i.e.,
Zn−1 or Yn−2) is a certain special impedance-like parameter, which will be introduced for the grid-tied
three-phase inverters in Section 2. The special parameters of the DC-DC converters are defined in
general and given also explicitly for a number of converters in Reference [12]. The impedance-based
interactions via the numerator polynomial in Equation (1) may affect the control-related transfer
functions or the internal input or output impedances that may deteriorated the transient behavior of
the converter as demonstrated in Reference [11].

The input-filter-design rules, introduced in References [6,7], have been later extended to apply
for stability and performance assessment in arbitrary systems as well, where the robust stability
and performance are defined in the form of forbidden regions out of which the minor-loop gain
(ZTHYN) should stay for the robust stability to exist [10,16–19] as illustrated in Figure 2. The forbidden
region induced by the input-filter-design rules [6,7] is assumed to be outside of the circle, which has
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the radius of inverse of the gain margin and the center at the origin (cf. Figure 2, Middlebrook).
This forbidden region is deemed to be excessively conservative for general usage, and therefore,
reduced forbidden regions are proposed as discussed in Reference [17]. In regard to the input-filter
design, Middlebrook’s forbidden region is the only possible region for guaranteeing the stability of the
cascaded input-filter-converter system (cf. Reference [10]). The smallest forbidden region is proposed
in Reference [10] as a circle having the center at the critical point (−1,0) and the radius of inverse of the
allowed maximum peaking in the corresponding sensitivity and complementary sensitivity functions
as described in detail in Reference [10] (cf. Figure 2, MPC). In principle, the forbidden regions can
be applied to the grid-connected three-phase converters and systems as well [20]. The multivariable
nature of the grid-tied three-phase converters makes the performance and stability assessment more
challenging [20–26], when the inverter-grid stability assessment has to be performed by applying
generalized Nyquist stability criterion [27,28] instead of the simple Nyquist stability criterion [13].

Figure 2. The evolution of forbidden regions according to Reference [11], where GMPM denotes gain
and phase margin [16], ESAC Energy Systems Analysis Consortium [17], Opposing argument as the
limited real part [18], and MPC maximum peak criteria [11].

The origin of the stability problems in grid-connected systems is usually the negative-incremental-
resistor-like behavior at the input or output impedance of the three-phase converter [29–31] similarly as
in DC-DC converters discussed in References [1,2]. In three-phase converters, the negative-incremental-
resistor-like behavior is either the consequence of the grid synchronization [29–35] or the feedback
control from the output-terminal variables [36–43]. In case of grid synchronization, the instability
can be mitigated in some extends by lowering the control bandwidth of the phase locked loop (PLL)
adaptively when the grid impedance is increasing as discussed in Reference [44]. The grid-connected
converters synchronize themselves at the voltage of the connection point known usually as the point
of common coupling (PCC). If the grid impedance is low, then the PCC voltage is in phase with the
grid voltage. In case of weak grid [45–54], the grid impedance can be rather high, which changes
the phase of the PCC voltage to deviate from the phase of the grid voltage depending on the level of
the power supplied by the inverter [51–53]. In practice, this means that the inverter seems to supply
reactive power into the grid even if the inverter output power is pure real power at PCC [53]. The total
apparent power in grid naturally corresponds to the inverter output power. At the point, where the
grid power is fully reactive power, the inverter becomes unstable due to trying to take power from
the grid, but the switch control scheme of the converter bridge does not usually allow it. In case of
grid-connected rectifiers, the same phenomenon will take place, but the direction of the power flow is
reversed compared to the inverters [53]. The problem can be solved by modifying the PLL feedback
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controller in such a manner that its reference includes the information from the grid impedance seen
from the PCC and the level of grid current [51]. In practice, this means that the grid impedance shall
be measured online for modifying the PLL reference [53].

In grid-connected applications, the instability may take place, in principle, at any frequency
depending on the behavior of the grid impedance, where the electrical resonances are of interest due
to providing zero-degree phase behavior of the grid impedance at the resonant frequency [12,55,56].
The negative-incremental-resistance-like behavior of the grid-connected converter may reduce the
damping of the grid and thus making it prone to electrical resonances, which may cause harmonic
currents to appear [57–60]. The reason for the appearing of harmonic currents in PV applications may
be also the inability of the inverter to maintain proper output-current waveforms under low-irradiance
conditions in cloudy days, and especially, during the mornings and evenings [61,62].

The main objectives of this paper are to survey the state-of-art in the impedance-based interactions
in grid-tied three-phase inverters and to introduce the implicit impedance-like parameters also for
the grid-tied three phase converters for facilitating the better understanding of these phenomena,
which are observed to take place in practical applications as well [63]. The main outcomes of the
paper are the explicit proving that the cross-couplings of the impedance elements have to be taken into
account for obtaining valid information on the state of stability as well as that the determinant of the
impedance-ratio-based multivariable characteristic polynomial provides the most accurate information
on the state of stability.

The rest of the paper is organized as follows: An introduction to the source and load-effect
formulations for the grid-tied three-phase inverters are given in Section 2. Experimental and simulated
evidence supporting the theoretical findings are given in Section 3, and the conclusions are finally
drawn in Section 4.

2. Theoretical Formulation of Source and Load-Impedance Interactions

The grid-connected renewable energy systems have to be able to operate in grid-feeding,
grid-supporting, and grid-forming modes [64,65] as well as performing smooth transfer between
the grid-feeding and grid-forming modes of operation [66]. In grid-feeding and grid-supporting
modes, the outmost feedback loops are taken from the input terminal of the converter (cf. Figure 3a,
outer loop) [65,67]. In grid-forming mode, all the feedback loops are taken from the output
terminal of the converter (cf. Figure 3, inner and outer loops) [64,65]. The photovoltaic (PVG)
and wind energy (WEG) generators are known to be internally current-type input sources for
power electronic converters [68–71]. Therefore, the input-terminal feedback is taken from the
input-terminal voltage as illustrated in Figure 3a. Both of the renewable energy sources are known
to be maximum-power-limited sources having one (i.e., WEG, PVG)) [72,73] or more (PVG) [74,75]
maximum power points (MPP) at their power-voltage (PV) curves. In grid-feeding mode, when the
feedback control is taken from the input-terminal variable [73], the input impedance of the converter
usually stays passive, and therefore, the well-designed cascaded system composing of the energy
source and the converter is stable. In grid-forming mode, when the outmost feedback is taken from the
output-terminal variable [27,41–43,65,73], the input impedance of the converter will exhibit negative
incremental-resistor-like characteristics [12]. In this case, the instability will take place, when the
operating point of the converter enters into the MPP of the input energy source [69–77].

In order to understand the impedance-originated stability and performance-interaction
phenomena, the analytical formulation of the corresponding source and load interactions will be
derived in the subsequent sections based on the transfer functions of the associated converters and the
interaction formulation proposed by Middlebrook in References [6,7]. In case of three-phase converters,
the special impedance-like parameters are also of multivariable nature having direct (d) and quadrature
(q) components as well as cross-coupling terms between the d and q components. In renewable
energy applications, the input source of the converters is usually DC voltage, and therefore,
the source output and converter input impedances are not of multivariable nature. Consequently,
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the source-interaction-related special impedance-like parameters can be solved quite easily in
analytical forms as well. The three-phase grid connection means that all the load-interaction-related
special impedance-like parameters will be of multivariable nature. The solving of the special
impedance-like parameters in analytical forms will be very complicated due to the high complexity
of the multivariable impedance-based sensitivity functions. Therefore, we will present those special
parameters by neglecting the cross-coupling terms for giving the reader an idea of the nature of the
load-interaction-related special parameters. The source and load-affected transfer functions can be
solved easily in numerical forms by using, for example, MatlabTM as demonstrated in [12].

 
 

(a) (b) 

Figure 3. Operation modes of single-stage grid-connected PV energy system: (a) grid-feeding/
supporting mode, and (b) grid-forming mode.

2.1. Three-Phase VF-VO Inverter

The voltage-fed (VF) voltage-output (VO) inverter is used in the grid-forming-mode renewable
energy systems (cf. Figure 3b), where the inverter takes care both the grid voltage and frequency.
The loads connected to the grid will determine the power level and type of the inverter. In renewable
energy applications, the input-terminal source is a voltage-type source, and the output terminal source
is a three-phase current-type sink, respectively.

The transfer functions of the three-phase converters are given in synchronous reference frame or
dq frame due to the multivariable nature of the converter [12,22] as

⎡⎢⎣ îin
v̂o−d
v̂o−q

⎤⎥⎦ =

⎡⎢⎣ Yin Toi−d Toi−q Gci−d Gci−q

Gio−d −Zo−d −Zo−qd Gco−d Gco−qd
Gio−q −Zo−dq −Zo−q Gco−dq Gco−q

⎤⎥⎦
⎡⎢⎢⎢⎢⎢⎣

v̂in

îo−d
îo−q

d̂d
d̂q

⎤⎥⎥⎥⎥⎥⎦ (2)

where the right-side vector contains the input variables, and the left-side vector the output variables,
respectively. Equation (2) denotes actually a set of simultaneous equations, which define explicitly
the transfer functions in the transfer function matrix. As an example, the element (1,1) of the transfer
function known as the input admittance (Yin) of the converter describes the relation îin/v̂in. The other
transfer functions can be expressed in a similar manner following the rule dictated by îin/v̂in. The hat
over the input and output variables denotes that the variables are small-signal variables.

Equation (2) can be formulated into a multivariable form according to Reference [12] as shown in
Equations (3) and (4). The minus sign in front of the element (2,2) in Equation (4) is the consequence of
the selected output-terminal-current direction (cf. Figure 3). The multivariable-form transfer functions
in Equation (4) can be represented also in the form of multivariable linear circuit as given in Figure 4.
The linear circuit can be utilized effectively to solve the source and load-affected transfer functions in
multivariable form.
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⎡⎢⎢⎢⎢⎢⎣
[

îin
0

]îin

[
v̂o−d
v̂o−q

]v̂o

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
[

Yin 0
0 0

]Yin
[

Toi−d Toi−q

0 0

]Toi
[

Gci−d Gci−q

0 0

]Gci

[
Gio−d 0
Gio−d 0

]Gio

−
[

Zo−d Zo−qd
Zo−dq Zo−q

]Zo
[

Gco−d Gco−qd
Gco−dq Gco−q

]Gco

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[
v̂in

0

]v̂in

[
îo−d
îo−q

]îo

[
d̂d
d̂q

]d̂

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)

[
îin

v̂o

]
=

[
Yin Toi Gci

Gio −Zo Gco

]⎡⎢⎣ v̂in

îo

d̂

⎤⎥⎦ (4)

Figure 4. Linear multi-variable equivalent circuit of three-phase VF-VO DC-AC converter.

2.1.1. Source-Affected Transfer Functions

Figure 5 shows the corresponding equivalent circuit of Figure 4, when the converter is supplied
by a non-ideal input source. According to Figure 5, the original input voltage v̂in is changed as

v̂in = v̂inS − ZinSîin (5)

and
v̂in = [I + ZinSYin]

−1v̂inS − [I + ZinSYin]
−1ZinSToi îo − [I + ZinSYin]

−1ZinSGcid̂ (6)

Figure 5. Linear multi-variable equivalent circuit of three-phase VF-VO DC-AC converter with a
non-ideal source.

The source-affected set of multi-variable transfer functions can be obtained by replacing v̂in in
the upper row of Equation (4) by Equation (5) and in the bottom row of Equation (4) by Equation (6),
respectively. These procedures yield the set of source-affected transfer functions as

[
îin

v̂o

]
=

[
YS

in TS
oi GS

ci
GS

io −ZS
o GS

co

]⎡⎢⎣ v̂inS

îo

d̂

⎤⎥⎦
[

îin

v̂o

]
=

[
[I + YinZinS]

−1Yin [I + YinZinS]
−1Toi [I + YinZinS]

−1Gci

Gio[I + ZinSYin]
−1 −(Zo + Gio[I + ZinSYin]

−1ZinSToi) Gco − Gio[I + ZinSYin]
−1ZinSGci

]⎡⎢⎣ v̂inS

îo

d̂

⎤⎥⎦
(7)
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Equation (7) shows that the input dynamics of the inverter (i.e., the elements (1,1), (1,2) and (1,3)
in Equation (4)) and the input-to-output transfer function Gio (i.e., the element (2,1) in Equation (4)) are
affected only via the impedance-based sensitivity function [I + YinZinS]

−1 or [I + ZinSYin]
−1. It may

be also obvious that the stability of the cascaded source-converter system can be assessed by means
of [I + YinZinS]

−1 and [I + ZinSYin]
−1 by applying the generalized Nyquist stability criterion [27,28].

The output impedance (Zo) (i.e., the element (2,2) in Equation (4)) and the control-to-output-voltage
transfer function (Gco) (i.e., the element (2,3) in Equation (4)) are affected via the impedance-based
sensitivity function [I + ZinSYin]

−1 as well as via a certain numerator polynomial, which contains,
in general case, a multivariable impedance-admittance product. One of the multivariable elements,
in this product, is the multivariable special parameter, which cannot be extracted directly from the
matrix formulas in Equation (7), because the matrix equations cannot be manipulated into the EET form
given in Equation (1) (Section 1). The special impedance parameters are known as input admittance at
short-circuited output Yin−sco and ideal input admittance Yin−∞, respectively [12].

In this specific case, when the input source is a DC source, all the special parameters can be solved
analytically as they are, because [I + YinZinS]

−1 and [I + ZinSYin]
−1 can be given by[

1
1+ZinSYin

0
0 1

]
(8)

According to Equations (3), (7), and (8), we can compute the source-affected transfer functions
to be

YS
in =

[
Yin

1+ZinSYin
0

0 0

]
TS

oi =

[
Toi−d

1+ZinSYin

Toi−q
1+ZinSYin

0 0

]
GS

ci =

[
Gci−d

1+ZinSYin

Gci−q
1+ZinSYin

0 0

]
GS

io =

[ Gio−d
1+ZinSYin

0
Gio−q

1+ZinSYin
0

]
(9)

and

ZS
o =

⎡⎣ 1+ZinSYin−sco−d
1+ZinSYin

Zo−d
1+ZinSYin−sco−qd

1+ZinSYin
Zo−qd

1+ZinSYin−sco−dq
1+ZinSYin

Zo−dq
1+ZinSYin−sco−q

1+ZinSYin
Zo−q

⎤⎦ (10)

where

Yin−sco =

[
Yin−sco−d Yin−sco−qd
Yin−sco−dq Yin−sco−q

]
=

⎡⎣ Yin +
Gio−dToi−d

Zo−d
Yin +

Gio−dToi−q
Zo−qd

Yin +
Gio−qToi−d

Zo−dq
Yin +

Gio−qToi−q
Zo−q

⎤⎦ (11)

as well as

GS
co =

⎡⎣ 1+ZinSYin−∞−d
1+ZinSYin

Gco−d
1+ZinSYin−∞−qd

1+ZinSYin
Gco−qd

1+ZinSYin−∞−dq
1+ZinSYin

Gco−dq
1+ZinSYin−∞−q

1+ZinSYin
Gco−q

⎤⎦ (12)

where

Yin−∞ =

[
Yin−∞−d Yin−∞−qd
Yin−∞−dq Yin−∞−q

]
=

⎡⎣ Yin − Gio−dGci−d
Gco−d

Yin − Gio−dGci−q
Gco−qd

Yin − Gio−qGci−d
Gco−dq

Yin − Gio−qGci−q
Gco−q

⎤⎦ (13)

The expressions of the special parameters in Equations (11) and (13) equal the expressions defined
for the corresponding DC-DC converters as explicitly given in Reference ([12], p. 143, Equation (3.32)).

2.1.2. Load-Affected Transfer Functions

Figure 6 shows the VF-VO inverter (cf. Figure 4) connected to the power grid via the PCC,
where the power grid is represented by a generalized multivariable load system. It may be obvious
that the interface at the output terminal of the load system (i.e., the terminal designated by v̂oL) is
not accessible in general and therefore, the input admittance (YinL) is the only measurable transfer
function. As a consequence, we consider the equivalent circuit of the power grid to be composed of its
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input admittance denoted as YoL (i.e., YinL in Figure 6) and the constant-current sink denoted as îoL

(i.e., ZoL = 0, GioL = ToiL = 1).

Figure 6. The VF-VO inverter connected to a generalized power grid.

Figure 7 shows the equivalent circuit of the converter in Figure 4, when it is terminated with a
non-ideal load. According to Figure 7, the original output current îo is changed as

îo = îoL + YoLv̂o (14)

and
îo = [I + YoLZo]

−1îoL + [I + YoLZo]
−1YoLGiov̂in + [I + YoLZo]

−1YoLGcod̂ (15)

Figure 7. Linear multi-variable equivalent circuit of three-phase VF-VO DC-AC converter with a
non-ideal load.

The load-affected set of transfer functions can be obtained by replacing îo in the bottom row of
Equation (4) by Equation (14) and in the upper row of Equation (4) by Equation (15), respectively.
These procedures yield the set of load-affected transfer functions as

[
îin

v̂o

]
=

[
YL

in TL
oi GL

ci
GL

io −ZL
o GL

co

]⎡⎢⎣ v̂in

îoL

d̂

⎤⎥⎦
[

îin

v̂o

]
=

[
Yin + Toi[I + YoLZo]

−1YoLGio Toi[I + YoLZo]
−1 Gci + Toi[I + YoLZo]

−1YoLGco

[I + ZoYoL]
−1Gio −[I + ZoYoL]

−1Zo [I + ZoYoL]
−1Gco

]⎡⎢⎣ v̂in

îoL

d̂

⎤⎥⎦
(16)

The load-affected multivariable transfer functions in Equation (16) can be solved easily with
a proper software package such as MatlabTM in numerical form. As shown in (3), both Zo and
YoL comprise of four distinct transfer functions, which makes [I + ZoYoL]

−1 and [I + YoLZo]
−1 to

be rather complicated in analytic form, and therefore, the further processing of the multivariable
transfer functions in Equation (16) similarly as performed in Equations (9)–(13) is almost impossible
although the elements (1,2), (2,1)–(2,3) in Equation (16) seem to be very simple. The elements (1,1) and
(1,3) in Equation (16) include certain impedance-like special parameters, which are known as output
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impedances at open-circuit input terminal Zo−oci(1,1) and ideal output impedance Zo−∞(1,3) [12],
respectively. The elements (1,1) and (1,3) cannot be, however, put into the EET-method form according
to Equation (1), and therefore, Zo−oci and Zo−∞ cannot be found as a full-order matrix equation. It shall
be observed that all the transfer functions in Equation (16) related to îoL are not real in practice as
discussed above.

We will give, in this paper, the load-affected transfer functions in Equation (16) by omitting the
cross- coupling terms in Zo and YoL. Thus [I + ZoYoL]

−1 can be given by[ 1
1+Zo−dYoL−d

0
0 1

1+Zo−qYoL−q

]
(17)

According to Equations (3), (16), and (17), we can compute the load-affected transfer functions
to be

GL
io =

⎡⎣ Gio−d
1+Zo−dYoL−d

0
Gio−q

1+Zo−qYoL−q
0

⎤⎦ZL
o =

⎡⎣ Zo−d
1+Zo−dYoL−d

0

0 Zo−q
1+Zo−qYoL−q

⎤⎦GL
co =

⎡⎣ Gco−d
1+Zo−dYoL−d

Gco−qd
1+Zo−dYoL−d

Gco−dq
1+Zo−qYoL−q

Gco−q
1+Zo−qYoL−q

⎤⎦
TL

oi =

[
Toi−d

1+Zo−dYoL−d

Toi−q
1+Zo−qYoL−q

0 0

] (18)

and

YL
in =

[ (
1+YoL−dZo−oci−d

1+YoL−dZo−d
+

1+YoL−qZo−oci−q
1+YoL−qZo−q

− 1
)

Yin 0

0 0

]
(19)

where

Zo−oci =

[
Zo−oci−d 0

0 Zo−oci−q

]
=

[
Zo−d +

Gio−dToi−d
Yin

0

0 Zo−q +
Gio−qToi−q

Yin

]
(20)

as well as

GL
ci =

[ (
1+YoL−dZo−∞−d

1+YoL−dZo−d
+

1+YoL−qZo−∞−dq
1+YoL−qZo−q

− 1
)

Gci−d

(
1+YoL−qZo−∞−q

1+YoL−qZo−q
+

1+YoL−dZo−∞−qd
1+YoL−dZo−d

− 1
)

Gci−q

0 0

]
(21)

where

Zo−∞ =

[
Zo−∞−d Zo−∞−qd
Zo−∞−dq Zo−∞−q

]
=

⎡⎣ Zo−d +
Toi−dGco−d

Gci−d
Zo−d +

Toi−qGco−qd
Gci−d

Zo−q +
Toi−dGco−dq

Gci−q
Zo−q +

Toi−qGco−q
Gci−q

⎤⎦ (22)

The expressions of the special parameters in Equations (20) and (22) equal the expressions defined
for the corresponding DC-DC converters as explicitly given in Reference ([12], p. 143, Equation (3.32)).

2.2. Three-Phase CF-CO Inverter

The current-fed (CF) current-output (CO) inverter is used in the grid-feeding-mode renewable
energy systems (cf. Figure 3a), where the inverter synchronizes itself in the grid frequency and angle
as well as supplies energy into the grid. In renewable energy applications, the input-terminal source is
a voltage-type source, and the output terminal source is a three-phase grid, respectively.

The transfer functions of the three-phase converters are given in synchronous reference frame or
dq frame due to the multivariable nature of the converter [12,22] as
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⎡⎢⎣ v̂in

îo−d
îo−q

⎤⎥⎦ =

⎡⎢⎣ Zin Toi−d Toi−q Gci−d Gci−q

Gio−d −Yo−d −Yo−qd Gco−d Gco−qd
Gio−q −Yo−dq −Yo−q Gco−dq Gco−q

⎤⎥⎦
⎡⎢⎢⎢⎢⎢⎣

îin
v̂o−d
v̂o−q

d̂d
d̂q

⎤⎥⎥⎥⎥⎥⎦ (23)

which can be given similarly as Equation (2) (Section 2.1) in multivariable mode as

[
v̂in

îo

]
=

[
Zin Toi Gci

Gio −Yo Gco

]⎡⎢⎣ îin

v̂o

d̂

⎤⎥⎦ (24)

and represented by a linear multivariable equivalent circuit as given in Figure 8.

Figure 8. Linear multi-variable equivalent circuit of three-phase CF-CO DC-AC converter.

2.2.1. Source-Affected Transfer Functions

Figure 9 shows the corresponding equivalent circuit of Figure 8, when the converter is supplied
by a non-ideal input source. According to Figure 9, the original input current îin is changed as

îin = îinS − YinSv̂in (25)

and
îin = [I + YinSZin]

−1 îinS − [I + YinSZin]
−1YinSToiv̂o − [I + YinSZin]

−1YinSGcid̂ (26)

Figure 9. Linear multi-variable equivalent circuit of three-phase CF-CO DC-AC converter with a
non-ideal source.

The source-affected set of multi-variable transfer functions can be obtained by replacing îin in the
upper row of Equation (24) by Equation (25) and in the bottom row of Equation (24) by Equation (46),
respectively. These procedures yield the set of source-affected transfer functions as
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[
v̂in

îo

]
=

[
ZS

in TS
oi GS

ci
GS

io −YS
o GS

co

]⎡⎢⎣ îinS

v̂o

d̂

⎤⎥⎦
[

v̂in

îo

]
=

[
[I + ZinYinS]

−1Zin [I + ZinYinS]
−1Toi [I + ZinYinS]

−1Gci

Gio[I + YinSZin]
−1 −(Yo + GioYinS[I + ZinYinS]

−1Toi) Gco − GioYinS[I + ZinYinS]
−1Gci

]⎡⎢⎣ îinS

v̂o

d̂

⎤⎥⎦
(27)

Equation (27) shows that the input dynamics of the inverter (i.e., the elements (1,1), (1,2) and (1,3)
in Equation (24)) and the input-to-output transfer function Gio (i.e., the element (2,1) in Equation (24))
are affected only via the impedance-based sensitivity function [I + ZinYinS]

−1 or [I + YinSZin]
−1. It may

be also obvious that the stability of the cascaded source-converter system can be assessed by means of
the sensitivity functions by applying the generalized Nyquist stability criterion [27,28]. The output
impedance (Yo) (i.e., the element (2,2) in Equation (24)) and the control-to-output-voltage transfer
function (Gco) (i.e., the element (2,3) in Equation (24)) are affected via the impedance-based sensitivity
function [I + ZinYinS]

−1 as well as via a certain numerator polynomial, which contains, in general case,
a multivariable impedance-admittance product. One of the multivariable elements, in this product,
is the multivariable special parameter, which cannot be extracted directly from the matrix formulas in
Equation (27), because they cannot be manipulated into the EET form given in Equation (1) (Section 1).
The special impedance-like parameters are known as input impedance at open circuit output Zin−oco

and ideal input impedance Zin−∞.
In this specific case, when the input source is a DC source, all the special parameters can be solved

analytically as they are, because [I + ZinYinS]
−1 and [I + YinSZin]

−1 can be given as[
1

1+ZinYinS
0

0 1

]
(28)

According to Equations (23), (27), and (28), we can compute the source-affected transfer functions
to be

ZS
in =

[
Zin

1+YinSZin
0

0 0

]
TS

oi =

[
Toi−d

1+YinSZin

Toi−q
1+YinSZin

0 0

]
GS

ci =

[
Gci−d

1+YinSZin

Gci−q
1+YinSZin

0 0

]
GS

io =

[ Gio−d
1+YinSZin

0
Gio−q

1+YinSZin
0

]
(29)

and

YS
o =

⎡⎣ 1+YinSZin−oco−d
1+YinSZin

Yo−d
1+YinSZin−oco−qd

1+YinSZin
Yo−qd

1+YinSZin−oco−dq
1+YinSZin

Yo−dq
1+YinSZin−oco−q

1+YinSZin
Yo−q

⎤⎦ (30)

where

Zin−oco =

[
Zin−oco−d Zin−oco−qd
Zin−oco−dq Zin−oco−q

]
=

⎡⎣ Zin +
Gio−dToi−d

Yo−d
Zin +

Gio−dToi−q
Yo−qd

Zin +
Gio−qToi−d

Yo−dq
Zin +

Gio−qToi−q
Yo−q

⎤⎦ (31)

as well as

GS
co =

⎡⎣ 1+YinSZin−∞−d
1+YinSZin

Gco−d
1+YinSZin−∞−qd

1+ZinSYin
Gco−qd

1+YinSZin−∞−dq
1+YinSZin

Gco−dq
1+YinSZin−∞−q

1+ZinSYin
Gco−q

⎤⎦ (32)

where

Zin−∞ =

[
Zin−∞−d Zin−∞−qd
Zin−∞−dq Zin−∞−q

]
=

⎡⎣ Zin − Gio−dGci−d
Gco−d

Zin − Gio−dGci−q
Gco−qd

Zin − Gio−qGci−d
Gco−dq

Zin − Gio−qGci−q
Gco−q

⎤⎦ (33)

The expressions of the special parameters in Equations (31) and (33) equal the expressions defined
for the corresponding DC-DC converters as explicitly given in Reference ([12], p. 356, Equation (8.2)).
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2.2.2. Load-Affected Transfer Functions

Figure 10 shows the CF-CO inverter (cf. Figure 8) connected to the power grid via the PCC,
where the power grid is represented by a generalized multivariable load system. It may be obvious
that the interface at the output terminal of the load system (i.e., the terminal designated by îoL) is
not accessible in general and therefore, the input impedance (ZinL) is the only measurable transfer
function. As a consequence, we consider the equivalent circuit of the power grid to be composed of its
input impedance denoted as ZoL (i.e., ZinL) and the constant-voltage sink denoted as v̂oL (i.e., YoL = 0,
GioL = ToiL = 1).

Figure 10. The CF-CO inverter connected to a generalized power grid.

Figure 11 shows the equivalent circuit of the converter in Figure 8, when it is terminated with a
non-ideal load. According to Figure 11, the original output current v̂o is changed as

v̂o = v̂oL + ZoLîo (34)

and
v̂o = [I + ZoLYo]

−1v̂oL + [I + ZoLYo]
−1ZoLGioîin + [I + ZoLYo]

−1ZoLGcod̂ (35)

Figure 11. Linear multi-variable equivalent circuit of three-phase CF-CO DC-AC converter with a
non-ideal load.

The load-affected set of transfer functions can be obtained by replacing v̂o in the bottom row of
Equation (24) by Equation (34), and in the upper row of Equation (24) by Equation (35), respectively.
These procedures yield the set of load-affected transfer functions as

[
v̂in

îo

]
=

[
ZL

in TL
oi GL

ci
GL

io −YL
o GL

co

]⎡⎢⎣ îin

v̂oL

d̂

⎤⎥⎦
[

v̂in

îo

]
=

[
Zin + Toi[I + ZoLYo]

−1ZoLGio Toi[I + ZoLYo]
−1 Gci + Toi[I + ZoLYo]

−1ZoLGco

[I + YoZoL]
−1Gio −[I + YoZoL]

−1Yo [I + YoZoL]
−1Gco

]⎡⎢⎣ îin

v̂oL

d̂

⎤⎥⎦
(36)

The load-affected multivariable transfer functions in Equation (36) can be solved easily with a
proper software package such as MatlabTM in numerical form. As shown in Equation (23), both Yo and
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ZoL comprise of four distinct transfer functions, which makes [I + YoZoL]
−1 and [I + ZoLYo]

−1 to be
rather complicated. As a consequence, the further processing of the multivariable transfer functions in
Equation (36) similarly as performed in Equations (30)–(33) is almost impossible although the elements
(1,2), (2,1)–(2,3) in Equation (36) seem to be very simple. The elements (1,1) and (1,3) in Equation
(36) include certain impedance-like special parameters, which are known as output admittance at
short-circuited input terminal Yo−sci(1,1) and ideal output admittance Yo−∞(1,3) [12], respectively.

Equation (36) shows that the output dynamics of the inverter (i.e., the elements (2,1), (2,2) and
(2,3) in Equation (24)) and the reverse transfer function Tio (i.e., the element (1,2) in Equation
(24)) are affected only via the impedance-based sensitivity function [I + YoZoL]

−1 or [I + ZoLYo]
−1.

It may be also obvious that the stability of the cascaded source-converter system can be assessed
by means of the sensitivity functions by applying the generalized Nyquist stability criterion [27,28].
The input impedance (Zin) (i.e., the element (1,1) in Equation (24)) and the control-to-input-voltage
transfer function (Gci) (i.e., the element (1,3) in Equation (24)) are affected via the impedance-based
sensitivity function [I + ZoLYo]

−1 as well as via certain numerator polynomials, each of which contain
a multivariable impedance-admittance product. One of the multivariable elements, in this product,
is the multivariable special parameter, which cannot be extracted directly from the matrix formulas in
Equation (36), because they cannot be manipulated into the EET form given in Equation (1) (Section 1).
These special impedance-like parameters are known as output admittance at short-circuited input
terminal (Yo−sci) and ideal output admittance (Yo−∞) [12], respectively. It shall be observed that all the
transfer functions in Equation (36) related to v̂oL are not real in practice as discussed above.

We will give, in this paper, the load-affected transfer functions in Equation (36) by omitting the
cross- coupling terms in Yo and ZoL, which means that both of the sensitivity functions will be equal
as well. Therefore [I + YoZoL]

−1 can be given by[ 1
1+Yo−dZoL−d

0
0 1

1+Yo−qZoL−q

]
(37)

According to Equations (23), (36), and (37), we can compute the load-affected transfer functions
to be

GL
io =

⎡⎣ Gio−d
1+Yo−dZoL−d

0
Gio−q

1+Yo−qZoL−q
0

⎤⎦YL
o =

⎡⎣ Yo−d
1+Yo−dZoL−d

0

0 Yo−q
1+Yo−qZoL−q

⎤⎦GL
co =

⎡⎣ Gco−d
1+Yo−dZoL−d

Gco−qd
1+Yo−dZoL−d

Gco−dq
1+Yo−qZoL−q

Gco−q
1+Yo−qZoL−q

⎤⎦
TL

oi =

[
Toi−d

1+Yo−dZoL−d

Toi−q
1+Yo−qZoL−q

0 0

] (38)

and

ZL
in =

[ (
1+ZoL−dYo−sci−d

1+Yo−dZoL−d
+

1+ZoL−qYo−sci−q
1+Yo−qZoL−q

− 1
)

Zin 0

0 0

]
(39)

where

Yo−sci =

[
Yo−sci−d 0

0 Yo−sci−q

]
=

[
Yo−d +

Gio−dToi−d
Zin

0

0 Yo−q +
Gio−qToi−q

Zin

]
(40)

as well as

GL
ci =

[ (
1+ZoL−dYo−∞−d

1+ZoL−dYo−d
+

1+ZoL−qYo−∞−dq
1+ZoL−qYo−q

− 1
)

Gci−d

(
1+ZoL−qYo−∞−q

1+ZoL−qYo−q
+

1+ZoL−dYo−∞−qd
1+ZoL−dYo−d

− 1
)

Gci−q

0 0

]
(41)
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where

Yo−∞ =

[
Yo−∞−d Yo−∞−qd
Yo−∞−dq Yo−∞−q

]
=

⎡⎣ Yo−d +
Toi−dGco−d

Gci−d
Yo−d +

Toi−qGco−qd
Gci−d

Yo−q +
Toi−dGco−dq

Gci−q
Yo−q +

Toi−qGco−q
Gci−q

⎤⎦ (42)

The expressions of the special parameters in Equations (40) and (42) equal the expressions defined
for the corresponding DC-DC converters as explicitly given in Reference ([12], p. 356, Equation (8.2)).

2.3. Discussions

2.3.1. Special Impedance-like Parameters

The complexity to solve analytically and explicitly the load-affected transfer functions in Equation
(16) (Section 2.1.2) and in Equation (36) (Section 2.2) may be understood according to the solved
[I + YoZoL]

−1 (cf. Equation (36)), which can be given by

⎡⎣ 1 + Yo−qZoL−q + Yo−dqZoL−qd Yo−dZoL−qd + Yo−qdZoL−q

Yo−qZoL−q + Yo−dqZoL−d 1 + Yo−dZoL−d + Yo−qdZoL−dq

⎤⎦
(1+Yo−qZoL−q+Yo−dqZoL−qd)(1+Yo−dZoL−d+Yo−qdZoL−dq)−(Yo−dZoL−qd+Yo−qdZoL−q)(Yo−qZoL−q+Yo−dqZoL−d)

(43)

It may be also obvious that the full-order special impedance parameters cannot be found in
analytical form, because the required EET-method-like formulations (cf. Section 1, Equation 1) cannot
be found.

All the ideal impedance-like special parameters given in Equations (13), (22), (33), and (42) are
invariant to the feedback and feedforward schemes applied in the converter and to the type of load
connected at the output terminal of the converter [12]. Consequently, the ideal parameters can be
computed by means of the open-loop transfer functions. The other special parameters given in
Equations (11), (20), (31), and (40) are invariant to those feedback arrangements, which are taken
from the opposite terminal, where the parameters are assumed to be measured. They will change
if the feedback is taken from the same terminal, where the parameters are assumed to be measured.
This information dictates the way to compute the special parameters based on the corresponding open
or closed-loop transfer functions.

2.3.2. Stability Assessment

The stability of the cascaded system comprising of the converter and its source or load subsystem
can be assessed by the means of the multivariable impedance-based sensitivity functions

[
I + ZxYy

]−1

or
[
I + YyZx

]−1, where the impedance and admittance matrixes comprise of the impedances and
admittances related to the interface between the converter and its subsystem, by applying generalized
Nyquist stability criterion [27,28]. The stability can be assessed by computing the determinant of[
I + ZxYy

]
or
[
I + YyZx

]
(i.e., the impedance-ratio-based multivariable characteristic polynomial) in

a similar manner as in a single-input-single-output (SISO) system by applying the basic Nyquist
stability criterion [13] but the critical point will be the origin (0,0) of the complex plane instead of
(−1,0). The form of the determinant is explicitly given in Equation (43) as its denominator. If the
interface, at which the stability is to be assessed, is of SISO type as in the source-side interfaces in
the above treated inverters in Sections 2.1.1 and 2.2.1 then the relevant impedance ratio comprises of
the input and output impedances of the subsystems as shown in Equations (8) and (28). In this case,
the basic Nyquist stability criterion can be applied to the corresponding impedance ratio in terms of
the critical point (−1,0), respectively.

If the grid is symmetrically loaded then Zd(Yd) equals Zq(Yq) and Zqd(Yqd) equals −Zdq(Ydq).

Theoretically, the same equalities may be valid also in the inverter. As a consequence,
[
I + ZxYy

]−1

equals
[
I + YyZx

]−1 and the stability can be assessed based on either of these sensitivity functions.
In practice, the equalities may not be, however, valid.
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As discussed in Section 1, the robust performance (i.e., sufficient phase (PM) and gain
(GM) margins for not affecting significantly the original transfer functions via the peaking in the
corresponding impedance-based sensitivity function [10]) can be given in terms of a specific forbidden
region as given in Figure 1 (Section 1) in SISO-type interface. The least space requiring forbidden
regions in Figure 1 is the MPC region, where the radius of circle equals the inverse of the maximum
allowed peaking (M) in the sensitivity function (S). denoted by M. The maximum peaking can be given
in terms of PM and GM according to ([14], pp. 92, 93) as

MPM =
1

2 sin(PM/2)
MGM =

GM
GM − 1

(44)

The MPC-forbidden region takes into account the combined peaking effect of PM and GM.
In case of the DC-interfaced inverters, the DC-interface-related robust performance can be obtained
by requiring the contour of the impedance-based minor-loop gain to stay out of the MPC-defined
forbidden region as stated in Reference [10]. In this case, the impedance-based minor-loop gain is the
same for all the source-affected transfer functions, and the maximum peaking can be explicitly defined
by means of the PM and GM associated to the minor-loop gain.

In the general case, when the sensitivity function is also a multivariable function as in Equation
(43), the load/source-affected transfer functions are composed of two or more elements having each a
different impedance-based sensitivity function. Equation (43) is presented in Equation (45) in a more
convenient form, and the load-affected GL

co in Equation (36) applying Equation (45) is presented in
its explicit form in Equation (46), respectively. Equation (46) shows explicitly the subcomponents of
each load-affected elements of GL

co. If the same procedures are applied for ZL
in and GL

ci in Equation
(36) then the number of subcomponents is higher than two, which will increase the complexity of the
corresponding transfer functions significantly. Equation (45) indicates that we can find four different
impedance-based sensitivity functions (Si) as given in Equation (47), which may exhibit different
peaking behavior, because the numerator of the sensitivity functions contains one common factor with
the denominator. [

1 + a b
c 1 + d

]
(1 + a)(1 + b)− bc

(45)

GL
co =

[
GL

co−d GL
co−qd

GL
co−dq GL

co−q

]
=

[
(1 + a)Gco−d + cGco−dq (1 + a)Gco−qd + cGco−q

(1 + d)Gco−dq + bGco−d (1 + d)Gco−q + bGco−qd

]
(1 + a)(1 + d)− bc

(46)

S1 = 1+a
(1+a)(1+d)−bc S2 = b

(1+a)(1+d)−bc S3 = c
(1+a)(1+d)−bc S4 = 1+d

(1+a)(1+d)−bc (47)

If the cross-coupling terms are small as assumed in Section 2.2.2 then we have two different
sensitivity functions as given in Equation (37). In this specific case, the stability of the system can be
inferred by requiring that both of the impedance-ratio-based minor-loop gains satisfy Nyquist stability
criterion [13]. In addition, the robust stability can be ensured by applying the MPC-based criteria to
both of the minor-loop gains [10]. In general, it is not recommended to neglect the cross-coupling terms,
because they may have significant impact on the validity of the stability information as discussed
in References [78–82]. The complexity of the analysis with all the cross-coupling terms included is
usually the reason for neglecting the cross-couplings [83–85].

In general case, the formulation for the requirements for the robust stability (RS) has to be
performed based on the maximum singular value (σ) of the multivariable sensitivity function S,
which equals [I + YyZx]

−1 or [I + ZxYy]
−1 [14,15], and which can be easily computed by applying

Matlab™ command svd (S) (i.e., singular value decomposition). In case of full-matrix uncertainty as
in this case, RS is guaranteed when σ < 1 [14].
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2.3.3. General Load

Figure 12 shows the multivariable equivalent circuits of the inverter output in grid-forming mode,
and the power grid in multivariable mode. The source effect caused by the inverter (i.e., Zinv) in the
general-load case can be computed in a similar manner as performed in Section 2.1.1, which yields[

îpcc

v̂oL

]
=

[
YS

inL TS
oiL

GS
ioL −ZS

oL

][
v̂inv

îoL

]
[

îpcc

v̂oL

]
=

[
[I + YinLZinv]

−1YinL [I + YinLZinv]
−1ToiL

GioL[I + ZinvYinL]
−1 −(ZoL + GioL[I + ZinvYinL]

−1ZinLToiL)

][
v̂inv

îoL

] (48)

Figure 12. The equivalent circuits of the inverter output and the generalized power grid in grid-forming
mode of operation.

Equation (48) shows that the stability of the interface can be assessed based on the output
impedance of the inverter (Zinv) and the input admittance of the grid (YinL) by applying General
Nyquist stability criterion to [I + YinLZinv]

−1 and [I + YoZinL]
−1 as stated also in Section 2.1.2.

The other properties of the cascaded system cannot be computed even if the voltage (cf. Equation (49))
and current (cf. Equation (48)) of PCC can be explicitly measured, because ToiL cannot be measured
in practice.

v̂pcc = [I + ZinvYinL]
−1v̂inv − [I + ZinvYinL]

−1ZinvToiL îoL (49)

Figure 13 shows the multivariable equivalent circuits of the inverter output in grid-feeding mode,
and the power grid in multivariable mode. The source effect caused by the inverter (Yinv) in the
general-load case can be computed in a similar manner as performed in Section 2.2.1, which yields[

v̂pcc

îoL

]
=

[
ZS

inL TS
oiL

GS
ioL −YS

oL

][
îinv

v̂oL

]
[

v̂pcc

îoL

]
=

[
[I + ZinLYinv]

−1ZinL [I + ZinLYinv]
−1ToiL

GioL[I + YinvZinL]
−1 −(YoL + GioL[I + YinvZinL]

−1YinvToiL)

][
îinv

v̂oL

] (50)

Equation (50) shows that the stability of the interface can be assessed based on the output
admittance of the inverter (Yinv) and the input impedance of the grid (ZinL) by applying Nyquist
Generalized stability criterion to [I + ZinLYinv]

−1 and [I + YinvZinL]
−1 as stated also in Section 2.2.2.

In grid-feeding mode, the inverter synchronizes the voltage (cf. Equation (51) and current (cf. Equation
(50) of the PCC interface. The load system can be assumed to be such that the elements of the system
are basically invariant to each other. Therefore, GioL and ToiL are equal as the circuit-theoretical
reciprocity theorem implies as well [86]. The voltage (cf. Equation (50)) and current (cf. Equation (51))
of the PCC interface (cf. Figure 13)

îpcc = [I + YinvZinL]
−1 îinv − [I + YinvZinL]

−1YinvToiLv̂oL (51)
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Similarly, as in case of grid-forming-mode operation, the phase of ioL cannot be determined
based on the available information, because ToiL cannot be measured in practice. This means that the
synchronizing angle cannot be corrected to produce real power at certain point in the grid system
without external knowledge on the phase behavior from the grid coordinated control facilities.

Figure 13. The equivalent circuits of the inverter output and the generalized power grid in grid-feeding
mode of operation.

3. Experimental Evidence

The grid-forming-mode inverter, which is reported more in detail in Reference [26], is evaluated by
applying Typhoon HIL real-time simulation setup, Boombox control platform, and Venable frequency
response analyzer as shown in Figure 14.

 
Figure 14. Grid-forming-mode inverter test setup.

The grid-feeding-mode inverter, which is reported more in detail Reference [87], is evaluated by
using the real hardware setup as shown in Figure 15, where the PV (PVS7000) and grid (PAS15000)
emulators are manufactured by Spitzenberger & Spies as well as the inverter is based on MyWay
platform (MWINV-1044-SIC). The given frequency responses are measured applying the MIMO
measurement technique reported in Reference [80], and the perturbation signals are injected via the
grid emulator in dq domain.

Figure 15. Grid-feeding-mode inverter test setup.
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3.1. Grid-Forming-Mode Inverter

The inductor-current and output-voltage loop gains are given in Figures 16 and 17, where the
effects of the different loads are visible: The unterminated (i.e., loaded by constant-current sink) loop
gain is denoted by red color, the resistor-loaded loop gain by blue color, and the parallel-connected
resistor-inductor-capacitor (RLC) loaded loop gain by black color, respectively. The unterminated loop
(red) gain indicates unstable operation having the crossover frequency at 20 Hz. The resistor and RLC
loading increases the crossover frequency to 300 Hz and they stabilize the converter as well. Figure 17
shows that the system is stable, when the output-voltage loop is properly tuned: Stabilization of the
inverter requires that the voltage-loop crossover frequency is placed at higher frequency than the
unstable pole of the system (cf. Figure 16 (red) vs. Figure 17 (red)).

Figure 16. The inductor-current loop gain at unterminated mode (red), as resistor loaded (blue), and as
parallel RLC loaded (black).

Figure 17. The output-voltage loop gain at unterminated mode (red), as resistor loaded (blue), and as
parallel RLC loaded (black).

It may be obvious that the load impedance has significant effect on the converter dynamic behavior,
which is actually the consequence of the rather high magnitudes of the output impedance as shown in
Figure 18. The high-output impedance may be reduced by applying output current feedforward.

Figure 18 shows that the output impedance of the grid-forming inverter exhibits such symmetry
that Zo−d = Zo−q and Zo−dq = −Zo−qd as discussed also in case of the grid impedance in Section 2.3.2.
If the grid is asymmetrically loaded, then its impedance (admittance) may not have this property. It this
property exists in inverter and grid then the two multivariable sensitivity functions will be identical.
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Figure 18. The measured closed-loop output impedances of the grid-forming inverter, where the red
color denotes the closed-loop Zo−d and Zo−q, the blue color denotes Zo−qd, and the magenta color
Zo−dq, respectively.

Figure 19 shows the measured (black) and predicted (red and blue) closed-loop input impedance
of the grid-forming inverter, when the inverter is loaded with the parallel-connected RLC circuit
(cf. Figure 14). The blue-colored input impedance denotes the case, where the analytical model
includes all the output-terminal-side cross-couplings. The red-colored input impedance denotes the
case, where the cross-couplings are omitted (cf. Equation (19), Section 2.1.2). According to Figure 19,
the cross-couplings do not have significant contribution on the behavior of the load-affected input
impedance. This phenomenon cannot be generalized, because the grid impedance may not exhibit
similar symmetry in practice as in this special case.

Figure 19. The RLC-load-affected input impedance of the grid-forming inverter, where the black
color denotes the measured input impedance, the red color denotes the predicted input impedance
with all the cross-couplings, and the blue color denotes the predicted input impedance omitting all
the cross-couplings.

Figure 20 shows the frequency responses of the analytically predicted set of Yin−∞ given in
Equation (13) (cf. Section 2.1.1). According to Reference [12], the low-frequency behavior of the
closed-loop input admittance is dominated by the ideal input admittance, which in this case equals the
d-component of Yin−∞ (cf. black line in Figure 20) having the value of approximately −30 dBΩ−1 at
the low frequencies. As an impedance, this value equals 30 dBΩ, respectively. Figure 19 shows the
closed-loop input impedance of the inverter, where the low-frequency value equals approximately
Y−1

in−∞−d as stated in [12]. Similarly, as in DC-DC converters, the d-component of Yin−∞ exhibits
negative-incremental admittance behavior as well.
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Figure 20. The set of predicted frequency responses of the multi-variable ideal input admittance Yin−∞

computed according to Equation (13) in Section 2.1.1.

3.2. Grid-Feeding-Mode Inverter

The stability of the grid-feeding-mode inverter is evaluated by computing the eigenvalues of
the multivariable impedance-based minor-loop gain (i.e., Yinv−oZgrid−in) and the Nyqyist plot of

det
[
I + Yinv−oXgrid−in

]
as well as by computing the maximum singular value of the sensitivity function

S =
[
I + Yinv−oXgrid−in

]−1
. The information given by the above-named impedance-based elements is

validated by measuring the frequency response of the inductor-current loop as well as the time-domain
behavior of the q component of the output current. The value of the series inductor L2 (cf. Figure 15) is
varied from 0 mH to 12 mH, respectively.

3.2.1. Impedance-Ratio-Based Analysis

Figure 21 shows the plots of the maximum singular value of S =
[
I + Yinv−oXgrid−in

]−1
in respect

to the frequency, when L2 equals 0 and 12 mH, respectively. The red line shows that the robustness of
stability is poor (i.e., σ > 1) at the low frequencies up to 60 Hz and when the frequency exceeds 1 kHz.

Figure 21. The maximum singular value of the multivariable impedance-based sensitivity function,
where the black line denotes the singular value computed when L2 equals 0 mH and the red line
denotes the case when L2 equals 12 mH.

Figure 22 shows the Bode plots of the eigenvalues of the multivariable impedance-based
minor-loop gain (i.e., Yinv−oXgrid−in) when L2 equals 12 mH. The dashed lines denote the eigenvalues,
when the cross-couplings are omitted. The dashed-line circles are placed at the frequencies,
which indicate poor robustness of stability or unstable operation. The frequency response of λ1
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(red color) indicates that the phase margin is very low at the low frequencies, and the system is
unstable approximately at 800 Hz (i.e., the derivative of the phase is negative, when crossing the
±180-degree line) [88]. The frequency response of λ2 implies that the system is unstable approximately
at 100 Hz and 1 kHz [89].

Figure 22. The Bode plots of the eigenvalues λ1 (red) and λ2 (blue), where the dashed lines denote the
case having the cross-couplings omitted. The dashed-line circles denote the frequencies, where the
stability of the system is questionable (L2 = 12 mH).

Figure 23a shows the full Nyquist plot of λ1, and Figure 23b shows the extended view of the plot
in the vicinity of the critical point (−1,0). Figure 23b shows that the system is stable but the phase
margin is very small.

(a) (b) 

Figure 23. The Nyquist plot of λ1: (a) the full plot, and (b) the extended plot in the vicinity of the
point (−1,0) (L2 = 12 mH). The solid line denotes contour for positive frequencies and the dashed line
denotes the contour for negative frequencies. The arrowhead of the solid line shows the direction of
increasing frequencies, respectively.

Figure 24a shows the full Nyquist plot of λ2, and Figure 24b shows the extended view of the plot
in the vicinity of the critical point (−1,0). Figure 24b implies that the system is unstable.
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(a) (b) 

Figure 24. The Nyquist plot of λ2: (a) the full plot, and (b) the extended plot in the vicinity of the
critical point (−1,0) (L2 = 12 mH) (cf. the caption of Figure 23 for the explicit definitions of the other
contents in the figure).

Figure 25 shows the Bode plot of det
[
I + Yinv−oXgrid

]
, when L2 equals 0, 7, and 12 mH,

where the dashed lines indicate the frequency responses, from which the cross-couplings are omitted.
The full-order and reduced-order responses are quite equal at the frequencies higher than 300 Hz but
deviate from each other significantly at the frequencies in the range from 50 Hz to 300 Hz, respectively.
Extracting stability information from Figure 25 is not similarly straightforward as from Figure 22.

Figure 25. The frequency responses of det
[
I + Yinv−oXgrid

]
, when L2 equals 0, 7, and 12 mH.

The solid lines denote the full-order responses, and the dashed lines denote the reduced-order
responses, respectively.

Figure 26a shows the full-order Nyquist plot of det
[
I + Yinv−oXgrid

]
, and Figure 26b shows the

extended plot in the vicinity of the critical point (0,0), when L2 equals 12 mH. The solid line denotes
the Nyquist contour for positive frequencies and the dashed line denotes the contour for negative
frequencies, respectively. The arrowhead of the solid line denotes the direction of increasing frequency.
Figure 26b indicates that the system is stable although the margins are extremely low.
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(a) (b) 

Figure 26. The Nyquist plot of det
[
I + Yinv−oXgrid

]
: (a) the full plot, and (b) the extended plot in the

vicinity of the critical point (0,0) (L2 = 12 mH) (cf. the caption of Figure 23 for the explicit definitions of
the other contents in the figure).

Figure 27 shows the extended Nyquist plots of the full (red) (cf. Figure 26b) and reduced-order
(blue) contours in the vicinity of the critical point (0,0), when L2 equals 12 mH. The reduced-order plot
implies that the system is unstable, when encircling clockwise the critical point (0,0).

Figure 27. The extended Nyquist plots of the full (red) and reduced-order (blue) plots of

det
[
I + Yinv−oXgrid

]
, when L2 equals 12 mH (cf. the caption of Figure 23 for the explicit definitions of

the other contents in the figure).

The maximum singular-value plot in Figure 21 indicates that the robustness of stability is poor at
the low frequencies up to 60 Hz, and at the frequencies exceeding 1 kHz (i.e., σ > 1). The eigenvalue λ2

(cf. Figure 24) implied that the system is unstable. The full-order Nyquist plot of det
[
I + Yinv−oXgrid

]
(cf. Figure 26) implied that the system is stable but the stability margins would be extremely low.
As discussed in Reference [14], the Nyquist plot of det

[
I + Yinv−oXgrid

]
would give the most accurate

prediction on the stability. It may be also obvious that the singular value does not directly indicate that
the system is unstable.

3.2.2. Inductor-Current-Loop-Based Analysis

Figure 28 shows the measured (solid lines) inductor-current-loop frequency responses (Figure 28a,
d-component, and Figure 28b, q-component), when L2 equals 0 mH (blue lines) and 12 mH (red lines).
Figure 28a shows that the crossover frequency ( fc) and phase margin of the designed d-component of
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current-loop gain (blue) equal 300 Hz and 30 degrees, respectively. In case of weak grid (red), the grid
impedance has modified the d-component of current-loop gain to have three distinct gain crossovers
approximately at 90 Hz, 122 Hz, and 143 Hz. The corresponding phase margins vary from 28 degrees
to 63 degrees, respectively, which indicates that the inverter is stable. The figure shows also that
the fourth gain crossover is very close to appear approximately at 1 kHz, where the margin is only
1 dB. The phase crossover frequency equals 1.3 kHz with a gain margin of 4 dB. The robustness of the
stability is very poor especially in the frequency range from 20 Hz to 50 Hz, where the phase margin is
close to zero.

(a) (b) 

Figure 28. The measured (solid lines) current-loop gains at L2 = 0 mH (blue) and 12 mH (red):
(a) d-component, and (b) q-component.

Figure 28b shows that the crossover frequency ( fc) and phase margin of the designed q-component
current loop (blue) equal 270 Hz and 40 degrees, respectively. In case of weak grid (red), the grid
impedance has modified the q-component of the current-loop gain to have the crossover frequency
approximately at 90 Hz with the phase margin of 20 degrees. As the figure shows, three other crossover
frequencies are very close to appear similarly as in the d-component of the current-loop gain. The phase
crossover frequency equals approximately 1.3 kHz with the gain margin of 5 dB. The corresponding
phase margins vary from 28 degrees to 90 degrees, respectively, which indicates that the inverter is
stable. The robustness of the stability is somewhat better than that of the d-component in the frequency
range from 20 Hz to 50 Hz, where the phase margin is close to 17 degrees instead of close to zero.
The stability information given by Figure 28 may not be absolutely true, because the cross-coupling
terms will contribute also to the stability information.

Figure 29 shows the measured Nyquist plot of det[I + LC] with cross-couplings (blue) and
without cross-couplings (red), where LC denotes the multivariable inductor-current feedback loop.
The blue-colored Nyquist plot shows that the inverter is stable (i.e., no clockwise encirclement around
the critical point (0,0)) but the margins would be low. The red-colored Nyquist plot implies that the
inverter is unstable. Figures 26b and 27 (Section 3.2.1) give quite the same information on the state
of stability.

Figure 30 shows the Nyquist plots of the eigenvalues λ1 (red) and λ2 (blue), where Figure 30a
shows the whole plots, and Figure 30b, the extended part of the plots in the vicinity of the critical point
(−1,0). The plot of λ2 implies that the system is unstable.

Figure 31 shows the plot of the maximum singular value of the sensitivity function Sc = [I + Lc]
−1

at L2 = 0 (black), and L2 = 12 mH (red), respectively. The black-line response indicates that the phase
margins of the original design are rather low (cf. Figure 28) and therefore, the original design is not
robustly stable. The red-line responses indicate that the robustness of stability is lost at the frequencies
from 50 Hz to 500 Hz as well as at the frequencies higher than 1 kHz.
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Figure 29. Nyquist plots of det[I + LC] with cross-couplings (blue line) and without cross-couplings
(red line).

Figure 30. Nyquist plots of the current-loop-gain eigenvalues λ1 (red) and λ2: (a) full plots, and (b)
extended plots in the vicinity of the critical point (−1,0).

Figure 31. The maximum singular values of Sc = [I + Lc]
−1 at L2 = 0 (black line) and L2 = 12mH.

The measured inductor-current-loop d and q components in Figure 28, the Nyquist plot of det[I +
LC] in Figure 30, and the maximum singular values in Figure 31 imply that the stability of the converter
is not robust and the converter may be very close to instability. Figure 32 shows the response of the
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inductor-current q component to a 5-A step change in its reference. The response indicates decaying
oscillation approximately at 90 Hz, which equals the crossover frequency of the inductor-current-loop
q component with the phase margin of 20 degrees. The response indicate definitively that the converter
is stable similarly as the Nyquist plot of det

[
I + Yinv−oXgrid

]
in Figure 26b.

Figure 32. Response of inductor-current q component (a) to a 5A step change in its reference (b).

3.2.3. Discussions

The stability of the grid-feeding-mode inverter was assessed by means the measured
output- terminal-side multivariable impedance ratio and the measured inductor-current-loop gains,
when the weak-grid condition was emulated by adding a 12-mH series inductor in the grid
side. The time-domain operation of the inverter implied stable operation. The Nyquist plots of
det
[
I + Yinv−oXgrid

]
(cf. Figure 26b) and det[I + LC] (cf. Figure 29) indicate explicitly that the inverter

is stable but the stability margins are poor, which the time-domain step response of the inductor-current
q component also confirmed explicitly (cf. Figure 32). The eigenvalue plots implied that the inverter is
unstable. The impedance-ratio-based maximum-singular-value plot shows explicitly that the stability
is not robust at the low frequencies (up 60 Hz) and at the high frequencies (>1 kHz). It was also shown
that the obtainable stability information is very poor when the cross-couplings are neglected.

As discussed in Reference [89], the multivariable impedance measurements are extremely difficult
to be performed due to the grid-impedance effect on the synchronization [90] as well as the highly
varying nature of the grid impedance [91,92], and therefore, the accuracy of the measurements may be
questionable. The same applies also to the measurements of the feedback-loop gains. The observed
variance in the information provided by the different stability-assessment methods may be the
consequence of the inaccurate measurement results as well.

4. Conclusions

The dynamic behavior and the factors affecting the sensitivity of the power electronic converters
to the external impedance interactions are fully solved for the DC-DC converters as described in
Reference ([12], Parts 2 and 3). The dynamic analysis of the three-phase power electronics converters
is still in its infancy. The reason for this is obviously the high complexity of the elements affecting
their dynamic behavior. The usual method to relax the complexity is to remove the cross-coupling
terms of the associated multivariable transfer functions, which deteriorates also the obtainable
stability information.

This paper has shown that the three-phase grid-tied converters have similar internal
impedance-like parameters as the DC-DC converters have, which affect the converter sensitivity to the
source and load-impedance-induced interactions. The source and load interactions of the three-phase
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grid-tied converter can be solved with ease by using proper software packages such as MatlabTM.
This paper provides the explicit formulations for the implicit internal parameters, which governs
the interactions through the DC interface. The full-order formulations for the three-phase interface
cannot be obtained, because the relevant source/load-affected transfer functions cannot be put into the
form stipulated by the EET method. It is obvious that further studies are needed for analyzing the
interactions and their relations to the implicit internal parameters.

Intensive research on the impedance-based stability analysis has been going on for several years
already. The complexity of the analyses has led to simplifying the impedance-based minor-loop gains
by omitting the cross-couplings between the different impedances constituting the minor-loop gain.
The experimental measurements, in this paper, show clearly that the omitting of the cross-couplings
will easily lead to inaccurate information on the robustness and state of the stability. We have shown,
in this paper, that the stability assessment based on det

[
I + Yinv−oXgrid

]
may give the most accurate

information on the state of stability, which was confirmed by assessing the stability by means of
det[I + LC] (i.e., the measured inductor-current feedback loop).

The content of the paper is intended to initialize extensive studies in the dynamic behavior of
the three-phase grid-tied converters as well as in the measurement methods of dq-domain frequency
responses to improve their accuracy.
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Abstract: AC microgrid is an attractive way to energize local loads due to remotely located renewable
generation. The AC microgrid can conceptually comprise several grid-forming and grid-following
power converters, renewable energy sources, energy storage and local loads. To study the microgrid
dynamics, power-hardware-in-the-loop (PHIL)-based test setups are commonly used since they
provide high flexibility and enable testing the performance of real converters. In a standard PHIL
setup, different components of the AC microgrid exist as real commercial devices or electrical
emulators or, alternatively, can be simulated using real-time simulators. For accurate, reliable and
repeatable results, the PHIL-setup should be able to capture the dynamics of the microgrid loads
and sources as accurately as possible. Several studies have shown how electrical machines, dynamic
RLC loads, battery storages and photovoltaic and wind generators can be emulated in a PHIL
setup. However, there are no studies discussing how a three-phase grid-following power converter
with its internal control functions should be emulated, regardless of the fact that grid-following
converters (e.g., photovoltaic and battery storage inverters) are the basic building blocks of AC
microgrids. One could naturally use a real converter to represent such dynamic load. However,
practical implementation of a real three-phase converter is much more challenging and requires
special knowledge. To simplify the practical implementation of microgrid PHIL-studies, this paper
demonstrates the use of a commercial high-bandwidth voltage amplifier as a dynamic three-phase
power converter emulator. The dynamic performance of the PHIL setup is evaluated by identifying
the small-signal impedance of the emulator with various control parameters and by time-domain step
tests. The emulator is shown to yield the same impedance behavior as real three-phase converters.
Thus, dynamic phenomena such as harmonic resonance in the AC microgrid can be studied in the
presence of grid-following converters.

Keywords: DC-AC power converters; impedance emulation; stability analysis; power-hardware-in-
the-loop
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1. Introduction

Three-phase power electronics converters are essential building blocks of AC microgrids. They
are used for interfacing distributed resources, such as photovoltaic generators, fuel cells and wind
generators, electrical energy storage and electrical loads of various types. A conceptual AC microgrid
formed by renewable generation, conventional synchronous generator, local DC and AC loads,
energy storage and possibility for grid connection, is illustrated in Figure 1. The complexity of
the microgrid increases when more sources and loads are replaced by the power electronics interfaces.
Microgrids based solely on power electronic converters can be already found on ships, airplanes
and tractions systems [1–3]. To reach power system with 100 percent renewable energy generation,
the power system should rely on grid-forming converters to regulate AC voltage and frequency [4].
The presence of many different converters, from various manufacturers and with different internal
control parameters, complicates model-based stability and power quality studies of the AC microgrid.
Power-hardware-in-the-loop (PHIL) has been proven to be an effective method to study systems that
are difficult to analyze using analytical or numerical models [5].

Figure 1. An AC microgrid in which dynamics are dominated by power electronics converters.

Power quality and stability problems caused by the interaction between the converters and the
grid impedance is currently gaining significant amount of attention in industry and academia [6–8].
The converter–grid interface suffers from resonance if the ratio of converter and grid impedance does
not satisfy the Nyquist stability criterion [9–11]. Moreover, the control performance and stability
margin of a grid-forming converter can be significantly reduced by the load impedance seen at its
output terminals [12]. The most challenging load impedances are RLC-resonant passive load and other
power converters, such as grid-following inverters and active front-ends.

Dynamics of the AC microgrid can be studied using different simulation software,
hardware-in-the-loop (HIL) or power-hardware-in-the-loop (PHIL) simulations and experimental tests
on real equipment. HIL and controller-in-the-loop (CIL) simulations are effective methods to eliminate
critical programming and hardware errors from the power converter control platform before actual
prototype implementation [13]. PHIL tests have gained a lot of attention recently due to the fact that
real converters can be tested in realistic conditions that are also well defined and repeatable. PHIL
tests are no longer restricted to testing scaled-down prototypes since power amplifiers with a rating of
several megawatts are available [14]. Moreover, the equipment in the PHIL test setup can be oversized
to withstand large over-currents and over-voltages to enable reliable and fast protection and to avoid
physical damage to converter under test.

Many papers have studied the use of the PHIL-concept to emulate the impedance of the power
system in order to have an accurate electrical equivalent for the transmission line in order to test
the performance of grid-following inverters [15]. The real grid impedance varies over time, which
makes its emulation using a set of passive components impractical [16]. A three-phase back-to-back
converter is used to emulate transient behavior and different load characteristics of an induction
motor in [17], with a further extension covering saturation effects and experimental results in [18].
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The emulation of an induction machine is considered in [19] using a combination of real-time digital
simulator and back-to-back converter. In [20], a three-phase inverter is used to emulate passive RLC
loads, including the possibility to emulate asymmetrical loading conditions. Furthermore, electrical
emulation of AC loads has been demonstrated recently by several authors [21–24]. A PHIL test bench
is presented in [25] to emulate an RLC-load impedance for unintentional islanding tests. Furthermore,
the impedance behavior of the RLC load is considered and experimental impedance measurements up
to 3 kHz are provided.

A vast amount of literature discusses impedance emulation of different components of the AC
microgrid. However, a grid-following converter is an essential component in AC microgrid as it can
be used as the DC-AC interface between various renewable source or energy storage and the AC
microgrid. To allow reliable studies of dynamic phenomena of the AC microgrid, the PHIL-setup
should be able to represent the small-signal impedance of the loads and sources as accurately as
possible. Several studies have shown how electrical machines, dynamic RLC loads, battery storages
and photovoltaic and wind generators can be emulated in a PHIL setup. However, there are no
studies showing how a three-phase grid-following power converter with its control functions, such
as AC current control, grid-voltage-feedforward and grid synchronization, should be emulated. One
could naturally use a real inverter prototype to represent such dynamic load. However, practical
implementation of a real three-phase converter is challenging and requires special knowledge on, e.g.,
the characteristics of the semiconductor switches, signal conditioning, over-current and over-voltage
protection, auxiliary power circuitry design and electrical safety. Therefore, this paper shows how a
standard laboratory voltage amplifier can be turned into a three-phase power converter, requiring only
a passive AC filter to represent the passive parts of the converter impedance and a real-time simulator
for implementing the control functions to represent the active parts of the converter impedance.

This paper discusses the control design and implementation of a power-hardware-in-the-loop
(PHIL) setup based on a four-quadrant voltage amplifier to emulate the small-signal behavior of
three-phase grid-following converter. The output impedance of the emulator is validated by frequency
response measurements, which is shown to capture the small-signal dynamics caused by AC current
control, grid-voltage feedforward and grid synchronization accurately. Therefore, the proposed PHIL
setup can be applied to study stability and power quality problems caused by dynamic anomalies,
such as harmonic resonance in a AC microgrid with a complex structure, as shown in Figure 1.

The main contributions of this paper are summarized as:

• It is shown how a standard voltage amplifier can be configured to represent a three-phase
grid-following converter in an AC microgrid PHIL test setup.

• The output impedance of the emulator concept is verified by frequency response measurements.
• The emulator is able to represent the effects of current control, phase-locked-loop and grid voltage

feedforward in its output impedance behavior.
• It is demonstrated how the internal dynamics of the voltage amplifier can be merged

numerically to the dynamic model of the emulator, to necessitate accurate design of control
loops and to develop the small-signal impedance model for validation of the frequency response
measurements.

Section 2 describes the implementation and control design of the PHIL setup. Section 3 derives
the small-signal impedance model, which is used for validation. Section 4 shows that the impedance
emulator can replicate accurately the effects of phase-locked-loop, current control and grid voltage
feedforward. Conclusions are derived in Section 5.

2. Emulating Converters Using a Laboratory Voltage Amplifier

Practical tests were carried out in the Flex Power Grid laboratory of DNV-GL, located in Arnhem,
the Netherlands. The laboratory is equipped with a 16-channel voltage/current amplifier. The amplifier
has several output stages, which were configured in groups of three, as illustrated in Figure 2. Each
amplifier can operate in four quadrants, thus each can generate or absorb real and reactive power.
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Figure 2. Six output channels of the power amplifier configured as two groups.

The exact parameters and internal control functions of the amplifiers were not known. Therefore,
dynamic characterization had to be carried out before attempting to emulate the impedance of a
grid-following converter. The output stages Out-1A to Out-1C were used to emulate the output
terminals of a three-phase grid-following converter and output stages Out-2A to Out-2C were
configured to emulate a three-phase current/voltage sink to generate the nominal loading conditions
for the emulator. The rated power of a single amplifier was 35 kVA. Thus, the maximum power of the
emulator was 105 kVA.

The closed-loop frequency response of amplifier group 1 was first identified, over which
the control loops, mimicking inverter control dynamics, were later designed. A synchronous
reference frame was realized using a real-time simulator from OPAL-RT. Transformation between the
natural (abc) reference frame and the synchronous (dq0) reference frames was achieved using the
transformation matrices defined in Equations (1) and (2). The principle of the measurement setup is
shown in Figure 3. The frequency response of the lower amplifier group was measured by injecting
a sine-sweep perturbation to its reference voltage vector vdq1-ref and by using a frequency response
analyzer to extract the frequency response from the reference to the actual amplifier output voltage
vector vdq1. The amplifier was loaded by amplifier group 2, which was configured to act as a current
sink. The phase-to-ground voltage was set to 230 Vrms and grid frequency to 50 Hz.
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Figure 4 shows the measured frequency response from the reference values to actual voltages
produced by the amplifier as solid lines. According to the manufacturer, the amplification stays within
±1.5 dB up to 5 kHz and the gain experiences its largest magnitude (4 dB) at 17 kHz. However,
under loaded condition, the +1.5 dB point was located roughly at 2.5 kHz and the maximum
measured amplification was 9.3 dB. Thus, rather than rely on the declared characteristics, it is
important to measure the amplifier frequency response in the actual test setup, since the operating
point may alter the final response. Otherwise, the designed control loops of the inverter emulator
will be erroneous. Moreover, the actual bandwidth may differ because the amplifiers were used
in a three-phase configuration. The bandwidth of the amplifier was considered sufficient since
grid-following converters usually employ current control with bandwidth of less than 1 kHz. As a
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comparison, the 2 kHz current control bandwidth of the induction motor emulator in [18] was
considered sufficient.

Figure 3. Test setup to measure closed-loop frequency response of the voltage amplifier under
loaded condition.

Figure 4 shows the measured cross-coupling frequency responses as dashed lines, i.e., from
reference of the d-component to produced q-component and reference of the q-component to produced
d-component. The magnitude of both cross-coupling frequency responses was roughly −30 decibels.
Thus, the amplifier itself can be considered not to cause significant cross-couplings between the d
and q components. The measured frequency responses were later used to design control loops to
necessitate accurate emulation of a grid-feeding converter. That is, the frequency responses in Figure 4
were transformed into numerical frequency response vectors and used in solving the dynamic model
of the impedance emulator.

Figure 4. Measured frequency response of amplifier in internal voltage control mode when it is loaded
by 50 Apeak AC current.

The main objective of this study was to use the voltage amplifier to emulate a grid-following
three-phase converter. A 2 mH three-phase inductor was connected to the output of the amplifier,
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as illustrated in Figure 5. The inductor was needed to emulate the passive impedance properties caused
by a real AC filter. Moreover, the inductor served as a decoupling impedance since both amplifier
groups were internally controlled as voltage sources. The secondary purpose of the decoupling
impedance was also to avoid over-currents during turn-on of the voltage amplifiers. The reference
voltages for amplifier group 1 can be interpreted as three-phase switch control signals of the emulated
inverter and reference voltages for amplifier group 2 as grid voltages.

Figure 5. Test setup to verify the emulated impedance.

The output current of the emulator can be derived in the synchronous reference frame, assuming
ideal voltage sources, and given as in Equation (3), where rL is the resistance of the inductor and ωs is
the fundamental frequency of the AC microgrid.

d
dt

i
dq
L =

1
L

(
v

dq
1 − rLi

dq
L − jωsi

dq
L − v

dq
2

)
(3)

Dynamic model of the voltage amplifier can be represented in dq-domain using the measured
frequency responses of Figure 4 and given as a transfer matrix according to Equation (4).[

v̂d1
v̂q1

]
=

[
Gdd (jω) Gqd (jω)

Gdq (jω) Gqq (jω)

] [
v̂ref

d1
v̂ref

q1

]
(4)

Since Equation (3) is linear, the dynamics of the voltage amplifier in Equation (4) can be substituted
into Equation (3) to obtain the linearized state-space of the PHIL setup. Inductor currents îLd1 and îL11

were selected as state variables, reference values of amplifier 1 ĉref
d and ĉref

q were selected as control
variables, voltages produced by voltage amplifier v̂d and v̂q 2 were considered as grid voltages and
inductor currents were selected as output variables. s denotes the derivative operator in the frequency
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domain. It should be noted that the amplifier dynamics are substituted into the state space model as
numerical frd-type data vectors.

s

[
îLd1
îLq1

]
=

A︷ ︸︸ ︷⎡⎣ − rL

L
ωs

−ωs − rL

L

⎤⎦ [ îLd1
îLq1

]

+

B︷ ︸︸ ︷[
Gdd (jω)/L Gqd (jω)/L 0 −1/L
Gqd (jω)/L Gqq (jω)/L −1/L 0

] ⎡⎢⎢⎢⎣
ĉref

d
ĉref

q
v̂d
v̂q

⎤⎥⎥⎥⎦
(5)

[
îd
îq

]
=

C︷ ︸︸ ︷[
1 0
0 1

] [
îLd1
îLq1

]
(6)

Transfer function matrix can be solved from Equations (5) and (6) according to the well known
formula, G = C (sI − A)-1 B + D, where the matrix D is zero. The result is a 2 × 4 matrix that contains
the frequency responses of the emulator at open-loop according to Equation (7). It should be noted that
the transfer functions are essentially in numerical form, since the actual measured frequency responses
were embedded in the state-space in Equation (5).

[
îod
îoq

]
=

G︷ ︸︸ ︷[
Gcodd (jω) Gcoqd (jω) −Yodd (jω) −Yoqd (jω)

Gcodq (jω) Gcoqq (jω) −Yodq (jω) −Yoqq (jω)

] ⎡⎢⎢⎢⎣
ĉref

d
ĉref

q
v̂gd
v̂gq

⎤⎥⎥⎥⎦ (7)

Current control is implemented in the synchronous reference frame using two PI-controllers.
The overall control block diagram is shown in Figure 6 where it is evident that the control dynamics of
d- and q-component are coupled. Two loop gains can be solved from the block diagram and given as
in Equations (8) and (9), where Gcd and Gcq are the controller transfer functions and Glp is a first-order
low-pass filter. Control design was done using loop-shaping method due to the fact that the transfer
functions exist only in numerical form [26]. Control parameters are collected in Table 1.

Tdd = GcdGlpGcodd −
GcoqdGcodqGcdGcqG2

lp

1 + GcqGlpGcoqq
(8)

Tqq = GcqGlpGcoqq −
GcoqdGcodqGcdGcqG2

lp

1 + GcdGlpGcodd
(9)

The blue curve in Figure 7 shows the measured control loop gain of the current d-component
Tdd compared with the numerical frequency response solved from Equation (8). The behavior of the
q-component is essentially the same and not shown here. The control loop has crossover frequency of
500 Hz and phase margin of 59 degrees. During the measurement, the amplifier was connected to a
second group of amplifiers, which were used to form stable grid voltages as in Figure 5. The measured
loop gain matches with the frequency response derived in Equation (8). Thus, the emulator can be
used to accurately capture the dynamics from AC current control of the grid-following inverter.
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Figure 6. Current control dynamics.

Figure 7. Modeled (solid) and measured (dotted) loop gain of d-current control for two different
parameter settings.

Table 1. Parameters.

Vac 230 V KP-cc 6.4 Kffd 0 ... 1.0

Pac 25 kW KI-cc 2018 Kffq 0 ... 1.0

ωs 2π·50 Hz KP-pll 0.35 L 2 mH

fsample 20 kHz KI-pll 21.9 rL 200 mΩ

Three-phase converters synchronize their output currents with the grid voltages, thus a
phase-locked-loop is implemented. Figure 8 shows the measured loop gain of the PLL and
the numerical frequency response obtained from Equation (10), where Gdelay is a third-order
Pade-approximation of the control system delay Tdelay = 0.5/ fsw. The designed crossover frequency
was 20 Hz and phase margin 65 degrees. The measured PLL loop gain follows exactly the
analytical model and, thus, the emulator can be used to emulate the effects of different grid
synchronization algorithms.

Tpll =
Vd
s

(
KP-pll +

KI-pll

s

)
Gdelay (10)
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Figure 8. Modeled (solid) and measured (dotted) loop gain of the phase-locked-loop.

Figure 9 shows the response of AC currents to a symmetrical voltage dip of 25 percent.
The currents are well regulated with a peak value of 50 A, which indicates that the system is not
susceptible to transients and can be safely operated. A special note should be made regarding the
small DC current flowing between the different amplifier groups. The DC current flow is caused by the
fact that at DC there are two voltage sources in parallel with very small resistance in between. Thus,
even small DC offset between the amplifier reference value may produce large DC current. In [19], an
isolation transformer is used to cut the path of circulating DC current. However, in this work, the main
goal was to find how accurately the grid-following converter impedance can be emulated, without
the effect of transformers, cabling, etc. Moreover, for the used hardware, the DC component presents
no problem, since each amplifier group can operate at nominal apparent power in all four quadrants
at DC. For future application of these results, it is advised that an isolation transformer (or step-up
transformer) is connected between the impedance emulator and the rest of the PHIL setup.

Figure 9. AC waveforms during a sudden symmetrical voltage dip of 25 percent with well-designed
current control.

Performance of the current control was compared to a case where current control was intentionally
deteriorated by reducing the crossover frequency and phase margin, corresponding to the loop gain
illustrated in Figure 7 in red. Figure 10 shows the two cases where reference of the current d-component
was suddenly changed from 10 to 50 A. It is evident that the voltage amplifier can reproduce the
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waveforms that are characteristic of sufficient and insufficient phase margin in the current control.
Poorly damped oscillation in the step response is a symptom of low phase margin in the current control
loop gain (35 degrees).

Figure 10. Step response of currents in dq-domain with well-designed (upper) and poorly designed
(lower) current control.

3. Small-Signal Admittance Model and Verification of the Emulator

A grid-following converter is operated under AC-current control mode. From the point-of-view
of circuit analysis, the converter should be modeled as a Norton-equivalent current source (or sink
depending on the direction of power flow). Thus, in this section, the output admittance model is
derived and the output admittance of the emulator is measured. However, the admittance can be
easily understood as the inverse of impedance, i.e., for an ideal current source its output impedance is
infinite and admittance is zero.

The current dynamics can be written using transfer matrices and vector-notation as in
Equation (11) or, in short, as in Equation (12). Accordingly, a linear equivalent circuit can be drawn as
in Figure 11. The control variable c′ can be given in the control system reference frame by including
the grid voltage feedforward and by taking into account the effect of the phase-locked-loop according
to the small-signal relations in Equation (13) or by using transfer matrices as in Equation (14) [27].[

îod
îoq

]
=

[
Gcodd Gcoqd
Gcodq Gcoqq

] [
ĉref

d
ĉref

q

]

−
[

Yodd Yoqd
Yodq Yoqq

] [
v̂gd
v̂gq

] (11)

io = Gcoc − Yovo (12)[
x̂′d
x̂′q

]
=

[
x̂d
x̂q

]
+

Tpll

Vd

(
Tpll

) [ 0 Xq

0 −Xd

] [
v̂od
v̂oq

]
(13)

x′ = x + GpllXvo (14)

46



Energies 2019, 12, 379

Figure 11. Equivalent small-signal circuit with control system.

The control variable can be given in the control system reference frame as in Equation (15),
where the controller transfer matrix and feedforward gain matrix can be given as in Equations (16)
and (17), respectively.

c′ = Glp

(
Gc

(
iref
o − i′o

)
+ Kffv

′
o

)
(15)

Gc =

⎡⎣ (KP-cc +
KI-cc

s

)
0

0
(

KP-cc +
KI-cc

s

) ⎤⎦ (16)

Kff =

[
Kffd 0

0 Kffq

]
(17)

By applying Equation (13) for each variable, the control variable c can be given in the ideal grid
reference frame according to Equation (18).

c =Glp

(
Gciref

o − Gcio + Kffv2

)
+ Gpll

(
GlpKffV2 − GlpGcIo − V1

)
v2

(18)

Yo-c =
(

I + GlpGcoGc

)-1 [
Yo − GlpKffGco + GpllGco

(
GcGlpIo − GlpKffVo + C

)]
(19)

Substituting the control variable in Equation (12) and solving the admittance yields in
Equation (19), where the matrices Io, V2 and V1 include the steady-state operating point of AC
current and voltage on both sides of the inductor. The matrices are required for transforming the
variables between the ideal grid reference frame and the control system reference frame, and are given
in the Appendix A. The emulated inverter was controlled at unity power factor, the reference value of
the current d-component was 50 A and for the q-component was zero. However, it was observed that
small amount of reactive power was flowing between the amplifiers and the actual steady-state value
for current q-component was −2 A. The small reactive power exchange was presumably due to the
internal capacitor of the voltage amplifier.

Figure 12 shows the admittance components given by the analytical model in blue solid line and
the actual measured admittance in red dots. Moreover, the black line represents admittance identified
from a switching model of a three-phase inverter with equivalent electrical and control parameters.
The switching model was implemented using the SimScape software package in MATLAB Simulink.
Thus, the black line represents the admittance that would be expected from a real converter. The
cross-coupling admittance terms Yqd and Ydq are order of magnitude smaller than the direct and
quadrature components Ydd and Yqq. Therefore, their effect on stability and power quality are minor
and the deviation in the accuracy is irrelevant [28]. In the following, the accuracy of the emulator is
determined by examining the d- and q-components.
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The emulated admittance follows the expected value very precisely up to 500 Hz, which, not by
coincidence, places about the crossover frequency of the current control, as shown in Figure 7. The
PHIL setup can emulate all the admittance components precisely, including the cross-coupling terms.
However, at frequencies higher than 1 kHz, there is a deviation between the expected admittance
and the measured admittance. This is likely caused by the unknown output filter and internal
active damping or feedforward control of the voltage amplifier. In fact, it is natural to expect the
voltage amplifier to reduce the output impedance (increase admittance) outside the emulated control
bandwidth. However, the PHIL setup can be concluded to replicate the admittance precisely up to the
current control crossover, which is enough to characterize most of the impedance-based interactions,
i.e., those caused by grid synchronization, grid voltage feedforward and current control.

Figure 12. Comparison of expected and measured admittance.

4. Effect of Different Control Functions

The phase-locked-loop (PLL) has been shown to make the q-component of inverter impedance
resemble a negative resistor below the PLL crossover frequency [27]. Figure 13 shows the measured
admittance q-component with different PLL crossover frequencies. In each case, the PLL was tuned
for a phase margin of approximately 65 degrees. The measured admittance in solid line gives precisely
the same frequency response as the model, which is shown as the dotted line. Thus, the PHIL setup
emulates the behavior of the PLL very precisely and the negative resistance region is extended with the
increasing PLL crossover frequency. Thus, the PHIL is suitable for studying low-frequency instability
caused by grid synchronization, such as the instability in weak grid condition or interaction between
several parallel inverters.

To further demonstrate that the emulator represents the effect of the phase-locked-loop
correctly, measurements from a low-power photovoltaic inverter prototype are provided in Figure 14.
The prototype includes an LCL-type filter and is discussed further in [29]. The phase-locked-loop
causes a negative conductance part to the admittance term, which can be seen at frequencies below the
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bandwidth of the PLL as a constant magnitude and 180-degree phase shift. Moreover, the magnitude
of low-frequency admittance is given by the ratio of d-components of the current and voltage, which
at the unity power factor is approximately Iac/Vac. Both the admittance measured from the proposed
emulator setup and admittance measured from a real inverter have these properties, as summarized
in the figure. The difference in magnitude at low frequencies can be explained by different power
rating and at high frequencies the prototype differs in current control parameters and AC filter design.
However, the effect of the PLL is identical in both cases, since the PLL crossover is set to 20 Hz.

Figure 13. Admittance q-component with different phase-locked-loop crossover frequencies.

Figure 14. Admittance q-component measured from emulator and 2.7 kW PV inverter prototype.

The AC current control aims to make the inverter resemble more closely an ideal current source.
In practice, the current control decreases the inverter output admittance below the crossover frequency,
by introducing a parallel capacitive output admittance [26]. Figure 15 shows the measured admittance
with three different current control crossover frequencies, with identical phase margin. It is evident
that increasing the current control crossover frequency makes the admittance smaller, thus making the
inverter to behave more closely as an ideal current source. The PHIL setup can, therefore, be used to
characterize problems caused by low-bandwidth current control.
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Figure 15. Admittance d-component with different current control crossover frequencies.

Grid voltage feedforward is often used to further decrease the inverter output admittance to
mitigate the effect of background harmonics. Figures 16 and 17 show the measured admittance d- and
q-component with different values of feedforward gain. Ideally the proportional feedforward gain
of a three-phase two-level inverter would be selected as the inverse of DC side voltage, which in the
figures is referred as the 100-percent gain. As can be seen in Figure 16, the admittance d-component
decreases with increasing feedforward gain as in a real inverter. However, using high gain can make
the admittance lose its passive characteristics, as indicated by the red curve, which is why the value
of feedforward gain is usually limited. That is, the admittance is determined passive only at the
frequencies where the phase-curve stays within ± 90 degrees.

As can be seen in Figure 17, the feedforward does not affect the admittance q-component at
low frequencies, where the PLL dominates the admittance behavior. The effect of increasing the
feedforward gain on the admittance q-component can be clearly seen in Figure 17 around few hundred
hertz, where the admittance decreases when the feedforward gain approaches the nominal value.
However, with the nominal value, i.e., 100 percent, the admittance loses its passive characteristics over
a much wider bandwidth than what is caused by the PLL, since the phase curve rises above 90 degrees
around 100 Hz. This happens regardless of the fact that PLL crossover is only 20 Hz.

Figure 16. Admittance d-component with different gains for grid voltage feedforward.
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Figure 17. Admittance q-component with different gains for grid voltage feedforward.

To further validate the ability of the emulator setup to replicate the effect of grid voltage
feedforward, measured admittance q-component is compared to measurements from the 2.7 kW
prototype PV inverter. The admittances are shown in Figure 18 for the emulator setup on the left
and for the PV inverter on the right. Even though the admittances cannot be directly compared due
to different sizing and parameters of the PV inverter, it is clear that the grid voltage feedforward
decreases the magnitude of the admittance at frequencies higher than the PLL crossover frequency.
Thus, the emulator setup correctly replicates this effect.

Figure 18. Admittance q-component with and without the grid voltage feedforward: from the proposed
emulator (left); and from PV inverter prototype (right).

Based on the frequency response measurements, the power-hardware-in-the-loop can be
effectively used to emulate the most important features of inverter admittance, including the effect
of current control, phase-locked-loop and grid-voltage feedforward. Therefore, the PHIL setup
is an attractive approach for stability and power quality analysis of future power systems with
ever-increasing complexity, such as the AC microgrids. The steps to configure a voltage amplifier to
emulate the small-signal impedance of a grid-connected converter can be summarized as:

• Characterize the internal small-signal dynamics of the amplifier, i.e., the transfer function from
reference voltages to the actual voltages, and transform the measured frequency responses as
frd-type data vectors as in Equation (4).
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• Select and appropriate L or LCL-type AC filter to necessitate current control and to decouple
the voltage amplifier from the rest of the AC system, i.e., to prevent hazardous over currents
during turn-on.

• Include the measured frequency responses Gdd (jω), Gqd (jω), Gqq (jω) and Gdq (jω) in the state
space representation in Equation (5) and solve numerically the open-loop transfer functions as in
Equation (7).

• Tune the PI-controllers to regulate AC current d- and q-component to have the intended phase
margin and crossover frequency using Equations (8) and (9).

• Tune the phase-locked-loop based on the loop gain transfer function in Equation (10).
• Verify the dynamic step response and output admittance of the emulator setup corresponds to the

admittance given by the admittance model in Equation (19), as in Figures 12–17.

5. Conclusions

AC microgrids are becoming more common to energize local loads due to increased availability of
distributed generation. AC microgrids conceptually comprise several grid-forming and grid-following
power converters, renewable sources, energy storages and local loads. Power-hardware-in-the-loop
(PHIL)-based studies have gained a lot of interest recently since they allow effortless dynamic tests
of AC microgrids with full penetration of renewable energy generation. In a PHIL setup, different
components of the microgrid exist as real devices or electrical emulators, or can be simulated using
real-time simulators. An example of a PHIL-based simulator is an electrical photovoltaic emulator
based on a linear amplifier or switching DC-DC converter. For accurate, reliable and repeatable
results, the PHIL-setup should be able to represent the dynamics of the microgrid loads and sources
as accurately as possible. Several studies have shown how electrical machines, dynamic RLC loads,
battery storages and photovoltaic and wind generators should be emulated in a PHIL setup. However,
there are no studies showing how a three-phase grid-following power converter with its internal
control functions should be emulated. One could naturally use a real inverter prototype to represent
such dynamic load. However, practical implementation of a real three-phase converter is much
more challenging and requires special knowledge on, e.g., the characteristics of the semiconductor
switches, signal conditioning, over-current and over-voltage protection and auxiliary power circuitry
design. Therefore, this paper shows how a commercial laboratory voltage amplifier can be turned
into a three-phase power converter, requiring only a passive AC filter and real-time simulator. Thus,
researchers without special knowledge on design of inverters can study the dynamics caused by
grid-following inverter-type loads in AC microgrids.

This paper discusses the control design and implementation of a power-hardware-in-the-loop
(PHIL) setup based on a four-quadrant voltage amplifier to emulate the small-signal behavior of
three-phase converter. It is shown by frequency domain measurements that the admittance of the
PHIL-emulator follows precisely the expected impedance value within the current control bandwidth.
Therefore, the PHIL setup can be applied to study stability and power quality problems in an AC
microgrid. The effect of various control functions on the impedance, such as current control, grid
synchronization and grid voltage feedforward, are successfully demonstrated.
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Appendix A

V1 =

[
0 ωsLId + rL Iq + Vq2

0 −ωsLIq − rL Id − Vd2

]
=

[
0 31
0 −336

]
(A1)

V2 =

[
0 Vq2

0 −V2d

]
=

[
0 0
0 −325

]
(A2)

Io =

[
0 Iq

0 −Id

]
=

[
0 2
0 −50

]
(A3)
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Abstract: To prepare for the future high penetration level of renewable energy sources, the power
grid’s technical boundaries/constraints for the correct operation of powerelectronics interfaced
devices need to be further examined and defined. This paper investigates the challenge of integrating
Voltage Source Converters (VSC) into low inertia power grids, where the system frequency can vary
rapidly due to the low kinetic energy buffer available, which used to be provided by the rotational
inertia of synchronous generators. The impact of rate of change of frequency (ROCOF) on the PLL
dynamics and its subsequent influence on the VSC power stage output is explained. The Bonaire
island network is presented as case study. The performance of the VSC is analyzed under a fast
ROCOF event, which is triggered by a short circuit fault. A down-scaled experiment is used to
validate the Bonaire island network simulation results. It shows that the phase angle error measured
by the synchronous-reference frame phase-locked loop (SRF-PLL) is proportional to the slope of the
ROCOF and inversely proportional to its controller integral gain constant.

Keywords: ROCOF; PLL; error; low inertia; VSC

1. Introduction

A weak grid is characterized as an AC power system with a low short-circuit ratio (SCR) and/or
inadequate mechanical inertia (IEEE standard 1204-1997 [1]). Some recent studies [2–10] on the
voltage-sourced converter (VSC) integration into a weak grid address only a weak grid with a high
grid impedance, whilst the challenges associated with low inertia is seldom discussed. With the
increase in renewable penetration in the AC power system, the system frequency stability margin
decreases as the system inertia decreases. This leads to rapid frequency variations in low inertia
power grids. Typically, for a large inter-connected power system, the total kinetic energy buffer
provided by all the synchronous generators in the system is large. In this case, local disturbances
(e.g., generator trip, load rejection, short circuit fault etc.) cause only mild frequency variation thanks
to the total system mechanical inertia. However this is not the case with low inertia power grids,
such as the Bonaire island grid. In Figure 1, a fault occurs in the 12 kV network and it is cleared after
roughly 400 ms. From Figure 1, the frequency (red) plummets from 50 Hz to 46 Hz within 400 ms (i.e.,
ROCOF = 10 Hz/s) whilst the active (blue) and reactive power (green) consumption in the network
jumped during the fault.
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Figure 1. Fast rate of change of frequency (ROCOF) Event Triggered by a 12 kV short circuit fault on
the Bonaire island grid—(red) system frequency y-axis on the right side, (blue) system active power
consumption, (green) system reactive power consumption [11].

Inspired by this event and expected future challenges associated with battery storage,
grid frequency support in a power grid with high penetration of renewable energy sources, this paper
investigates the impact of fast rate of change of frequency (ROCOF) on the grid-connected VSC
phase locked loop (PLL) dynamics. Although the ROCOF phenomena has already been mentioned
in several papers concerning the design and analysis of the PLL alone for the anti-islanding
detection [3,12,13] and the inertia emulation [14], the power grid mechanical inertia coupling is
not considered. This paper explains the origin of the fault-induced fast ROCOF in the low inertia
power grid. Thereafter, the mechanical inertia coupling is investigated using the case study of the
Bonaire island, where the network model is validated and the mechanical inertia is represented
by synchronous generator model in EMTDC/PSCAD. The case study results of the Bonaire island
power grid is further verified by down-scaled experiments and the challenges associated with the
fault-induced fast ROCOF on the grid-connected VSCs are discussed.

This paper is organized in four sections. Section 2 begins with the definition of the feedback
control system error after which the PLL steady state error is derived. In Section 3, a detailed 850 kW
VSC model created in EMTDC/PSCAD is introduced. Its stability is studied using a pole-zero diagram.
In Section 4 the VSC dynamics under a fast ROCOF event is studied. First by considering the grid
as a simple voltage source behind a given short circuit impedance. Then the VSC dynamic model is
integrated into the validated Bonaire island power network model, where the mechanical inertia of
diesel generators are also considered. With the coupling of the mechanical inertia, this case study
investigates the VSC behavior under the fast ROCOF event triggered by a three-phase cable fault at
the 12 kV level. A down-scaled experiment is performed to verify the EMTDC/PSCAD simulation
results concerning the fault induced ROCOF in the Bonaire island power network. Finally, conclusions
are drawn in Section 5.

2. PLL Modelling and Analysis

To understand the impact of fast ROCOF on the PLL dynamics, the definition of control system
error is introduced first. Then the small signal dynamics of PLL is derived analytically with its steady
state error expressed as a function of ROCOF frequency slew rate and PLL control integral gain
constant (i.e., Ki). Despite the innovative concepts and implementations proposed in the literature,
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the basic PLL structure remains largely unaltered [15,16] but enhanced with input signal filtering
(e.g., bandpass filter realized by Second Order Generalized Integrator (SOGI)) and adaptive frequency
tracking capability. In this section the PLL is implemented with the synchronous-reference frame (SRF)
commonly used for the majority of three phase grid-connected applications.

2.1. Feedback Control System Error

For a typical three-phase SRF-PLL, its small signal transfer function is shown in Figure 2.

Figure 2. Phase locked loop (PLL) small signal closed loop transfer function diagram.

In Figure 2, Δq is the grid voltage space vector small perturbation projected on the q-axis of
the SRF with respect to the steady-state operating point (i.e., q equals to zero), Δω represents the
PI controller output in rad/s, Δθ is the phase angle output, and Vd1 is the grid voltage space vector
projected on the d-axis of the SRF when the perturbation Δq is small. In the per unit system, Vd1 can be
normalized to 1, and Figure 2 can be simplified as shown in Figure 3.

 

Figure 3. Feedback control system with input and output error definition.

To assess the small signal dynamic performance of a given feedback transfer function, the input
error E(s) is defined as the difference between input R(s) and its closed loop feedback B(s) i.e.,

E(s) = R(s)− B(s) = R(s)− C(s)H(s) (1)
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The relationship between input error and output error can be written as:

E′(s) = E(s)
H(s)

(2)

2.2. PLL Steady State Error

For the PLL feedback transfer function with H(s) = 1
s , (2) provides the theoretical basis to explain

the PLL steady-state frequency output error and phase angle output error. As the VSC power stage
output depends on the accurate phase angle output from the PLL, we are thus interested in the phase
angle output under the fast ROCOF event. When the system frequency is changing rapidly due to
power system disturbances (e.g., generator trip, load change, faults etc.), the system frequency f (t)
and phase angle θ(t) deviation can be written as a function of time as follows:

f (t) = Krampt (3)

θ(t) =
1
2

Krampt2 (4)

where the f (t) and θ(t) are the frequency and phase angle as function of time, t is the time, and Kramp

defines the ramp rate of frequency deviation. Following the input error definition (1), the steady-state
phase angle error can be calculated by applying the final theorem and having s → 0:

lim
s→0

sE(s) = lim
s→0

sR(s)
1

1 + Gopen(s)H(s)

= lim
s→0

Kramp

s2
1

1 + 1
s (Kp +

Ki
s )

= lim
s→0

Kramp

Ki

(5)

Similarly the output frequency steady-state error can be calculated by inserting (5) into (2):

lim
s→0

sE′(s) = lim
s→0

s
E(s)
H(s)

= lim
s→0

sKramp

Ki
= 0 (6)

From (5), it can be seen that the phase angle will have a steady state error, which is a function of
the ROCOF ramp rate Kramp and PLL controller integral gain Ki. For a given ROCOF event, the Kramp

is largely fixed by the system inertia and the shortage/surplus of power caused by the transient event,
hence the PLL output steady state phase angle error is determined by the integral gain Ki. To minimize
the steady-state phase angle error during the fast ROCOF event, it is therefore beneficial to keep the
PLL integral gain constant Ki high.

2.3. System Stability and PLL Controller Bandwidth

To allow for the rapid fundamental grid frequency tracking and phase angle determination,
the PLL can be designed with a high control bandwidth. Yet, it is common practice to design the PLL
with slow dynamics for stable operation. This is especially true under the high impedance power grid
condition, where slower response of the PLL can filter out the terminal voltage variation caused by
the active/reactive power injection [4] and limit the spurious harmonic current injection as a result
of background voltage harmonics. Additionally, Wang et al. [17] points out that a high PLL control
bandwidth could trigger harmonic instability of the VSC power stage output when the negative
resistance region caused by the PLL impedance shaping effect intersects with the grid resonance point.
Hence it is vital to design the PLL with slow dynamics in the high impedance grid for the overall
VSC stable operation. Revisiting the conclusion from Section 2.2, one should opt to design the PLL
with a high integral gain constant (Ki) yet low control bandwidth. From the control engineering
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textbook [18], the controller bandwidth is defined as the frequency, where the close loop gain equals to
−3 db. The closed loop transfer function of Δθ can be expressed as:

GPLLcl =
Δθ

Δq
=

GH
1 + GH

=
Kps + Ki

s2 + Kps + Ki

(7)

If the closed loop second order system (7) is represented in terms of its closed-loop roots natural
damping frequency (ωn) and damping factor (ξ) [19]:

GPLLcl =
Kps + Ki

s2 + Kps + Ki

=
2ξωns + ω2

n
s2 + 2ξωns + ω2

n

(8)

where ωn =
√

Ki and ξ =
Kp

2
√

Ki
. According to [18], when ξ = 0.707 (optimal damping) the closed-loop

bandwidth (ωbw) of the second order system depicted in (8) can be approximated by its closed-loop
roots natural damping frequency (ωn). Since ωn =

√
Ki, it is thus inevitable to have high steady-state

phase angle output error under the fast ROCOF event when the PLL control bandwidth is kept low.
Two sets of PLL parameters with 45 degree phase stability margin are proposed in Table 1. The PLLlow
parameter set operates a PLL with low control bandwidth (i.e., ωbw ≈ 2.8 Hz). PLLhigh parameter set
operates a PLL with high control bandwidth (i.e., ωbw ≈ 28 Hz).

Table 1. PLL Parameters Selected for the Study.

Bandwidth (ωbw) Kp Ki

PLLlow 8.4 100
PLLhigh 84 10,000

In the Section 4, the PLL parameters proposed in Table 1 and its influence on the VSC power stage
output will be studies under a fast ROCOF event.

3. VSC Modelling and Analysis

To allow a holistic analysis of the impact of the ROCOF on the VSC power stage output considering
the PLL dynamics, a generic switching VSC model of a 850 kW wind turbine is introduced in
this section.

3.1. VSC Simulation Model

The main control system and the electrical parameters chosen for the 850 kW VSC are shown
in Table 2. A typical cascaded control scheme is assigned to the 850 kW VSC simulation model as
shown in Figure 4, where the outer loops are realized by two parallel PI controllers regulating the
DC bus voltage and the reactive power output to a constant and inner-loop is realized by using
proportional resonance (PR) controllers regulating the inverter side current dynamics. The reference
value is indicated with ∗ in their superscript. In Figure 4, vc is the filter capacitor instantaneous phase
to neutral voltage in the abc frame, i1 is the inverter side instantaneous current in the abc frame, i∗d and
i∗q are the current control loop references in-phase and quadrature with the grid voltage (i.e., vc) in dq
frame, P1 and Q1 are active and reactive power calculated at the filter capacitor side, vdc and v∗dc are
the DC voltage and its reference setpoint respectively. Kp is the proportional gain of the PR controller
and ω0 is the frequency at which the PR controller resonant.
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Figure 4. Voltage Source Converter (VSC) inner and outer control loop diagram for the study [20].

Table 2. VSC Main Parameters.

Parameter Value Unit

Rated Power 850 kW
DC Link Voltage Vdc 800 Volts
DC Link Capacitor Cdc 20 mF
AC Voltage Vrms 400 Volts
L1 Inverter Side Inductor 80 μH
R1 Resistance of L1 0.001 Ohm
L2 Grid Side Inductor 80 μH
R2 Resistance of L2 0.001 Ohm
Cf Filter Capacitor 425 μF
R f ESR of Cf 0.01 Ohm
Sampling Time Ts 100 μs
Switching Frequency fsw 5000 Hz
PR Proportional Gain Kp 1 p.u.
PR Integral Gain Ki 250 p.u.
PR Bandwidth ωc 2 p.u.
DC Proportional Gain Kpvdc 1 p.u.
DC Integral Gain Kivdc

100 p.u.
Q Proportional Gain KpQ 1 p.u.
Q Integral Gain KiQ 100 p.u.
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3.2. VSC Stability Analysis

When the bandwidth of the inner and outer control loops are selected properly, then the inner
loop and outer loop of the VSC control system can be considered as decoupled. From the VSC system
stability point of view, the inner current control is directly interacting with the output filter circuit with
a fixed operating point (i.e., reference signal received from outer control loop), hence the small-signal
stability of VSC can be analyzed by deriving its closed-loop transfer function of current controller
(Figure 5) and plotting it in a pole zero map (Figure 6). Figure 5, Gic(z) depicts the proportional
resonance controller in Z domain with 10 kHz sampling time:

 

Figure 5. VSC Z Domain Current Control Loop Transfer Function Diagram.

Gic(z) = Z{Kp +
2Kiωc

s2 + 2ωcs + ω2
o
}
∣∣∣Ts=100 μs

Tustin
(9)

where ωo is the fundamental frequency output from the PLL, and ωc is the bandwidth of the
proportional resonance controller. Gvdc(z) is half of the vdc voltage (i.e., 800/2 = 400 Volts) for a
two-level VSC with bipolar switching:

Gvdc(z) = 400 (10)

Gd(z) indicates one sampling cycle digital computation delay:

Gd(z) = z−1 (11)

The LCL filter transfer function block Yop(z) can be written as:

Yop(z) = Z{ 1

L f (s) +
Cf (s)Lg(s)

Cf (s)+Lg(s)

}
∣∣∣Ts=100μs

ZOH
(12)

L f (s) = L1s + R1

Cf (s) =
1

Cf s + R f

Lg(s) = L2s + R2

(13)

The parameters used in (9), (10), (12), (13) can be found in Table 2. In Figure 6, the proportional
resonance controller parameters are calculated in proportion to the gain constant K (Kp = 1 · K;
Ki = 250 · K), where K varies from 0 → 2 in step of 0.1. From the pole zero map, it indicates that
when K = 2 the current controller is critically stable. When K = 1 is chosen, the dominant pole
is approaching the optimal damping (ξ = 0.707) [18] and found the balance between the transient
response speed and the overall system stability.
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Figure 6. VSC Z-domain pole zero map of the inner current control loop.

4. Simulation and Experimental Results

This section presents the case study results of PLL dynamics under fast ROCOF. The detailed
VSC model is firstly connected to a simple test network represented by an ideal voltage behind a
short-circuit impedance, where the emulated fast ROCOF is triggered as a frequency ramp-down event.
Next the VSC model is integrated with the validated Bonaire network model, and a fault-induced fast
ROCOF event is triggered by applying a 400 ms three-phase fault on the 12 kV cable. Time domain
simulation results under the fast ROCOF events are presented and a vector diagram based analysis is
carried out to explain the phenomena. A down-scaled experiment is performed to verify the simulation
results with Bonaire island power network.

4.1. Simulation Results—Simple Test Network

In this section, the detailed VSC electromagnetic transient model developed in Section 3.1 is
connected to a simple test network model, where an ideal voltage source is connected in series behind
a short-circuit impedance (Figure 7). To study the impact of a fast ROCOF on the PLL dynamics and
the VSC power stage output, the ideal voltage source is triggered by a frequency ramp-down event
(ROCOF = 10 Hz/s), where the mechanical inertia coupling is not considered.

Figure 8 presents the simulation results with a simple test network. The emulated frequency
ramp-down event is shown by the green curve in Figure 8b, where system frequency starts to decline
at 2 s and it settles at 46 Hz in 0.4 s (ROCOF = 10 Hz/s). Two sets of PLL parameters (see Table 1),
namely the PLL with the high and low control bandwidth, are calculated on the same event. Looking
at Figure 8b,c, the PLL with a high controller bandwidth (blue) tightly follow the frequency variation
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(Figure 8b) with negligible phase error (Figure 8c) whilst the PLL with low controller bandwidth
(red curves in Figure 8b,c respectively) exhibit inferior dynamic performance during the fast ROCOF
event. Surprisingly the VSC power stage output (dashed line in Figure 8a) with low PLL bandwidth
does not deviate significantly from its power set-point despite a significant phase angle error (red
curve in Figure 8c).

Figure 7. VSC dynamics under fast ROCOF connected to a simplified network.

 

 

 

Figure 8. Simulation results with a simplified network and different PLL parameters (see Table 1)—(a)
VSC output (b) PLL frequency tracking (c) PLL phase angle tracking.
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In Figure 9, the direct (I∗dre f ) and quadrature (I∗qre f ) current reference is shown. For the case
with a high PLL controller bandwidth, its current controller reference point is maintained the same
during the fast ROCOF event (solid line in Figure 9). However, this is not the case when the PLL
controller bandwidth is low. In order to maintain the VSC output power during the fast ROCOF event,
the phase angle error introduced by the PLL will be counteracted by the outer controller loop which
constantly regulates the direct (I∗dre f ) and quadrature (I∗qre f ) current reference (dotted and dashdotted
line in Figure 9).

 

Figure 9. Current controller reference signal from dual outer loop controllers—PLL with low bandwidth
(dash line), PLL with high bandwidth (solid line).

A detailed explanation of the fast ROCOF impact on the PLL dynamics and the subsequent VSC
power stage output can be made by the vector diagram shown in Figure 10. Take the PLL with low
controller bandwidth for example, when the fast ROCOF event initiates, a phase angle error (Δq) occurs
between the actual grid voltage vector (Us1) and the d-axis of rotating frame. Both id and iq will project
in phase and quadrature component on the actual grid voltage vector (Us1). Effectively, this indicates
the coupling of the active and reactive power in the control, and this can be compensated by the outer
loop power flow controllers. In fact, the PI controller embedded in the outer loop controller increase
the PLL controller from type II to type III making it capable of maintaining VSC power stage output
despite the large phase angle error.

Figure 10. Vector diagram illustrating PLL dynamics under fast ROCOF.
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4.2. Simulation Results—Bonaire Island Power System

In this section the simple test network is replaced by a simplified Bonaire island network
(see Figure 11) with 5 diesel generators in service supplying a total system load of 12 MW/6 MVAr
lumped at the main 12 kV distribution substation, technical details related to the network structure,
the dynamic diesel generator controllers, and the validation results are included in [21]. For the
simplified Bonaire island network model, the inertia aspect is included in the PSCAD generator model.
Similar to the actual fault record in Figure 1, where the fast ROCOF is induced by the 12 kV system
fault, here for simplicity a balanced three-phase fault on the 12 kV system (400 ms fault clearing time,
20% voltage dip) and the dynamic behavior of a generic 850 kW wind turbines model is observed
under a fault induced fast ROCOF event.

Figure 11. Single line diagram of Bonaire Island power system.

Figure 12 demonstrates the simulation results when the VSC is coupled to the simplified Bonaire
island network. A simulated three phase 12 kV cable fault causes the total system consumption to
increase (Figure 12b) and the system frequency decreases sharply from approximately 50 Hz to 47.5 Hz
in 400 ms (Figure 12c). When the fault occurs in the network (for 20% voltage dip), the grid-connected
VSC will run into the low voltage ride through (LVRT) mode and inject active/reactive power per
grid code requirement. With reference to [7,22,23], anti-windup will freeze the outer loop controller
integral input (i.e., set to 0) and the inner current controller current reference (I∗dcode&I∗qcode) is calculated
according to the grid code requirement (see Figure 13). For this study, the LVRT strategy sets the
I∗dcode = 1.0 pu and I∗qcode = 0.0 pu for the maximum active power delivery.

In the case of a fault induced fast ROCOF, the LVRT strategy will fix the current controller reference
given by the grid code requirement. For the PLL with a low control bandwidth, the large phase angle
error will effectively cause the coupling of active and reactive power control as explained in Section 4.1
with the vector diagram (Figure 10). For the LVRT strategy with maximized active power delivery, the
results from Figure 12a indicates that the VSC output with a low PLL control bandwidth (dashed line
in Figure 12a) delivers less active power and consumes additional reactive power from the grid during
the fault induced fast ROCOF event.
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4.3. Experimental Results

A down-scaled experimental setup is built to verify the analytical/simulation results concerning
the fast ROCOF effect on the PLL dynamics. Chroma 61845 has been used to emulate the low inertia
grid condition of Bonaire island power system. The VSC is implemented by a Danfoss FC103P11KT 11
converter and the control algorithms are programmed in dSPACE1007. The parameters of the inverter
are summarized in Table 3 and the experimental setup is shown in Figure 14.

 

 

 

Figure 12. Simulation results with Bonaire island power network using different PLL control
bandwidths—(a) VSC power output (b) Total active/reactive power consumption (c) System frequency
measured by the diesel generator mechanical speed.
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Figure 13. LVRT strategy for 850 kW voltage source converter.

Table 3. Paramters of inverter for experiment verification.

Parameter Value Unit

Rated Power 2 kW
Grid fundamental frequency 50 Hz
DC Link Voltage Vdc 730 Volts
DC Link Capacitor Cdc 1500 μF
AC Voltage Vrms 400 Volts
L1 Inverter side inductor 1500 μH
Lt Equivalent grid-side inductor (L2 + Lg) 1500 μH
Cf Filter capacitor 5 μF
Inverter control sampling frequency fs 10 kHz
Inverter switching frequency fsw 10 kHz

In this down-scaled experiment, a three-phase fault (20% voltage dip and 10 Hz/s ROCOF) is
emulated by the regenerative grid simulator Chroma 61845 and cleared after 400 ms. Figure 15a
demonstrates the experimental results when the inverter is operated with the low bandwidth PLL
parameters (see Table 1). The inverter is firstly operated in normal operating condition with 2 kW
active power output and 0 kVA reactive power output. Then the three-phase fault is initiated and
cleared after 400 ms. During the fault, the frequency decreased from 50 Hz to 46 Hz (i.e., 10 Hz/s
ROCOF), and the q-axis voltage deviated from zero indicating a large θ angle error.

Figure 14. Single line diagram of bonaire island power system.

Figure 15b shows the experimental results when the inverter is operated with the high-bandwidth
PLL parameters (see Table 1). For the LVRT strategy with maximized active power delivery,
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experimental results confirm that the VSC output with a low PLL control bandwidth (Figure 15a)
will deliver less active power and consumes additional reactive power from the grid. With increased
renewable energy penetration, less active power delivery in the low inertia grid will not only threaten
the frequency stability but also worsen the transient frequency nadir. Additionally, extra consumption
of reactive power from the grid during the fault condition will hinder the voltage recovery following
the fault clearance.

 

Figure 15. Experimental results with fault induced ROCOF of 10 Hz/s—(a) Inverter response during
fault induced fast ROCOF with low bandwidth PLL parameters, (b) Inverter rersponse during fault
induced fast ROCOF with high bandwidth PLL parameters.

5. Conclusions

Based on the fault record in the Bonaire island grid, this paper investigates a low inertia power grid
scenario, where the system frequency varies rapidly due to the low kinetic energy buffer provided by
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the synchronous generator’s mechanical inertia. For a PLL with low controller bandwidth, the phase
angle error can effectively be counteracted by the outer loop PI controller regulation. However,
for the fault induced fast ROCOF as recorded in the Bonaire island power grid, the existing LVRT
strategy shown in the literature will freeze the outer loop PI controller and calculate the current
controller reference directly according to the grid code requirement. Simulation results in a simplified
Bonaire island network indicate that the VSC with a low PLL dynamics delivers less active power
to the grid whilst it consumes additional reactive power during the fault induced fast ROCOF.
A down-scaled experimental setup was used to verify the analysis/simulation results of the simplified
Bonaire network.
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Abstract: Owing to the good trade-off between implementation and performance, fixed-step direct
maximum power point tracking techniques (e.g., perturb and observe and incremental conductance
algorithms) have gained popularity over the years. In order to optimize their performance,
perturbation frequency and perturbation step size are usually determined a priori. While the
first mentioned design parameter is typically dictated by the worst-case settling time of the
combined energy conversion system, the latter must be high enough to both differentiate the
system response from that caused by irradiation variation and match the finite resolution of the
analog-to-digital converter in case of digital implementation. Well-established design guidelines,
however, aim to optimize steady-state algorithm performance while leaving transients nearly
untreated. To improve transient behavior while keeping the steady-state operation unaltered, variable
step direct maximum power point tracking algorithms based on adaptive perturbation step size were
proposed. This paper proposes a concept of utilizing adaptive perturbation frequency rather than
variable step size, based on recently revised guidelines for designing fixed-step direct maximum
power point tracking techniques. Preliminary results demonstrate the superiority of the proposed
method over adaptive perturbation step size operation during transients, without compromising the
steady state performance.

Keywords: photovoltaic generators; maximum power point tracking; step size; perturbation frequency

1. Introduction

Energy produced by a photovoltaic generator (PVG) is mainly dependent on a single (referred to
as the "energy generating") parameter: Solar irradiation. In addition, PVG power is load dependent
and affected by temperature. As a result, the PVG power curve is characterized by a single
maximum power point (MPP) on a single unit level for a specific set of environmental variables.
Consequently, generalized electrical characteristics of a PVG are represented by a family of power
curves for a range of solar irradiations and temperatures [1]. Upon variation of one or both
environmental variables, locations of MPP current and voltage—and hence power—change. Such a
behavior calls for instantaneous maximum power point tracking (MPPT) in order to optimize PVG
economical utilization [2].

Comparison of different MPPT algorithms presented in the literature so far may be found [3–11].
Owing to their inherently generic nature and relatively simple implementation, direct non-model-based
techniques, such as perturb and observe (PO) [12,13], incremental conductance [14,15] and extremum
seeking or ripple correlation control [16–20], are probably the most widely applied MPPT methods.
While well-established, fixed step versions of MPPT algorithms suffer from the well-known trade-off
between transient and steady-state operation [21]. In order to tackle this drawback, adjustable (or
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adaptive) step size versions of non-model-based algorithms have been proposed [22–38], in which the
step size is adjusted, typically in proportion to the derivative of PVG power with respect to control
variable. Indeed, such algorithms demonstrate superiority over the fixed step versions, achieved at
the expense of more complex implementation. It is interesting to note that the performance similarity
of fixed step direct non-model-based algorithms versions have been revealed [39,40], while the
equivalence of major variable step size MPPT algorithms has been demonstrated [41].

Consider, without loss of generality, a photovoltaic energy conversion operating under a
single-loop direct non-model based MPPT. For example, the interfacing power converter (IPC) duty
cycle is the perturbed variable (see Figure 1a). A small perturbation Δd is injected into the system every
Tp seconds. Following a TΔ-lasting transient, the corresponding change in generated power is observed
either at the PVG or load side (see Figure 1b), and the next perturbation polarity (in fixed step versions)
and size (in variable step versions) is determined so that the operation point is driven towards the
MPP. It was shown in References [13,21] that the maximum perturbation frequency (reciprocal of Tp)
is limited by settling time of the generated power transient induced by the perturbation while the
minimum perturbation step size depends on the maximum expected irradiation variation rate and
sensing resolution. Recently, the authors of References [42,43] have refined the above design guidelines,
proving that the maximum perturbation frequency should be designed at the short-circuit operating
point while the minimum perturbation step size should be designed at the maximum power point,
both corresponding to standard test conditions.

 

    
  (a) typical combined PVG-IPC system                       (b) short-time system dynamics 

TΔ

pT

generated
power

duty
cycledΔ

Figure 1. Photovoltaic energy conversion under direct non-model based maximum power point
tracking (MPPT) technique

Once the design guidelines briefly reviewed above are respected, stable three-point behavior
is ensured in steady-state [21]. It is therefore commonly assumed that if the selected Tp is too
small, the MPPT algorithm can be confused and the operating point may become unstable, bringing
disordered or chaotic behaviors into the system. On the other hand, selecting a Tp that is too long
penalizes MPPT convergence speed and efficiency. Therefore, in order to improve the performance
of the fixed-step based MPPT algorithm, variable step size methods should utilize adaptive step size
while keeping the perturbation frequency constant. Increasing the perturbation step size when the
operation point is far from the MPP and decreasing it in the MPP vicinity is, therefore, the main concept
of such algorithms. Unfortunately, step size increase yields correspond to an increase of transients.
In addition, because MPP voltage is nearly independent of irradiation, variable step MPPT algorithms
tend to be confused upon irradiation changes [21]. On the other hand, applications of direct non-model
based MPPT algorithms with a perturbation period much lower than the settling time of the system
response were reported in References [44,45]. It was shown that faster responses to irradiance changes
were achieved, yet steady-state oscillations were larger than those for the perturbation frequency
dictated by design guidelines. Nevertheless, experimental investigation alone was conducted without
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a solid analytical background. The only attempt made to vary the perturbation frequency followed by
a theoretical framework was made in Reference [46]. However, the effect of the PVG on the system
dynamics was completely disregarded and, therefore, the presented outcomes are not consistent
with the design guidelines above. The effect of PVG on generated power dynamics is extremely
significant [47,48] and must be considered during MPPT algorithm design, since the boundary value
of the perturbation frequency is dependent on PVG parameters.

Inspired by the promising results demonstrated in References [44,45], this paper proposes to
combine the advantages of operating with high perturbation frequency values during transients and
the design-guideline-imposed values of the perturbation frequency in steady state, while maintaining
the step size at minimum value, as dictated by the fixed-step algorithm design guidelines. Such a
concept yields a fixed-step variable-perturbation-frequency MPPT algorithm. The proposed technique
has the ability of accelerating the transients caused by either system initialization away from MPP or
sudden irradiation changes while maintaining accuracy during a steady-state regime. Preliminary
results demonstrate the superiority of the proposed approach over fixed-step and fixed-frequency
methods, as well as over variable-step approaches.

The rest of the paper is organized as follows: A review of PVG properties is briefly given in
Section 2. Combined PVG-IPC-load dynamics are derived in Section 3. The principle of adaptive step
MPPT algorithms is given in Section 4, followed by the proposed concept of adaptive perturbation
frequency algorithms in Section 5. An example comparing the performance of different approaches is
discussed in Section 6. The conclusions are drawn in Section 7.

2. The Photovoltaic Generator

A generalized PVG equivalent circuit is shown in Figure 2a [49]. It consists of a photo current
source iP; a current source iD, representing the current of k parallel-connected semiconductor diodes,
is given by

iD = ∑
k

I0k

(
exp
{

vPV − rSiPV
αkVT

}
− 1
)

(1)

where I0k and αk symbolize the reverse saturation current and ideality factor of the k-th diode, and VT
denotes thermal voltage; equivalent capacitance is cPV, and the equivalent shunt and series resistances
are rSH and rS, respectively. The equivalent capacitance cPV is small and its value may be neglected
since it is typically offset by the value of IPC input capacitance. Equivalent circuit components are
environmental variables dependent as follows: the photocurrent iP depends on both irradiation
and temperature; the diode current iD is temperature dependent and irradiation independent.
The resistances are typically considered independent environmental variables, even though rSH
possesses some irradiation dependence.

               

       (a) Detailed.                                      (b) Norton. 

Figure 2. Photovoltaic generator (PVG) equivalent circuit.

All the equivalent circuit parameters may be estimated either from experimental measurements
or extracted from the manufacturer’s datasheets [50,51]. Consequently, the detailed PVG equivalent
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circuit may be rearranged into a simplified dynamic Norton representation, as shown in Figure 2b.
Norton and detailed equivalent circuit parameters are related as

rpv = rS + rSH
∣∣∣∣rD, iph = iP

rSH ||rD
rpv

(2)

with

rD =
∂vpv

∂iD
(3)

representing the equivalent dynamic resistance of iD. It may be concluded that the value of PVG
dynamic resistance rpv depends on both environmental variables and is also influenced by the operating
point. In cases where a typical single-diode equivalent circuit is considered (i.e., for k = 1 in Equation
(1)), PVG dynamic resistance may be reformulated into

rpv = rS +
rSH

1 + W
(

I0rSH
αVT

exp
(

rSH(iP−I0−iPV )
αVT

)) , (4)

where W(·) stands for the Lambert-W function. According to the analysis in Reference [31], the practical
PVG dynamic resistance at short circuit (SC) and open circuit (OC) conditions may be approximated as

rpv
∣∣
SC ≈ rSH (5)

and
rpv
∣∣
OC ≈ rS, (6)

respectively, since W(x) << 1 for x << 1, W(x) >> 1 for x >> 1 and rSH >> rS. It is then concluded that in
PVG, dynamic resistance generally resides within the [rS, rSH] region of values throughout the whole
operation range. Therefore, for any MPP, the following holds;

rpv
∣∣
OC < rpv

∣∣
MPP < rpv

∣∣
SC. (7)

3. Photovoltaic Generator (PVG) Power Dynamics in a Combined PVG-IPC-Load System

Referring to the systems in Figures 1a and 2b while defining PVG dynamic conductance as Ypv =
1/rpv, combined small-signal system dynamics are given by [52,53]

v̂pv = Zin
1+ZinYpv

îph +
Toi

1+ZinYpv
v̂o +

Gci
1+ZinYpv

d̂

îpv = 1
1+ZinYpv

îph − YpvToi
1+ZinYpv

v̂o − YpvGci
1+ZinYpv

d̂,
(8)

where d̂ denotes the IPC duty cycle; Gci, Toi, and Zin symbolize the IPC control-to-input-voltage
transfer function, output-to-input voltage transfer function, and input impedance, respectively.
The temperature effect is disregarded in Equation (8) due to its relatively slow dynamics. The resulting
small signal PVG power dynamics are given by [42]

p̂pv = Ipvv̂pv + Vpvîpv + îpvv̂pv (9)

with (Ipv, Vpv) representing the PVG operating point, further rearranged as

p̂pv ≈ Vpv(
1

Rpv
− 1

rpv
)v̂pv − 1

rpv
v̂2

pv (10)

with

Rpv =
Vpv

Ipv
(11)
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representing PVG static resistance. Taking into account the following static and dynamic
resistances relation

rpv >> Rpv, vpv << vpv
∣∣

MPP
rpv ≈ Rpv, vpv ≈ vpv

∣∣
MPP

rpv << Rpv, vpv >> vpv
∣∣

MPP

(12)

The small-signal dynamics of PVG power may be approximated as

p̂pv ≈

⎧⎪⎪⎨⎪⎪⎩
Ipvv̂pv, vpv < vpv

∣∣
MPP

− 1
Rpv

v̂2
pv, vpv ≈ vpv

∣∣
MPP

−Vpv
rpv

v̂pv, vpv > vpv
∣∣

MPP

. (13)

The generalized control-to-input-voltage transfer function of the combined PVG-IPC-Load system
may be obtained from Equation (8) as

Gpv
ci (s) =

Gci
1 + ZinYpv

= −VO
ω2

n(1 + s/ωz-esr)

s2 + 2ζpvωns + ω2
n

. (14)

While the parameters values in Equation (14) depend on IPC topology, the structure of Equation
(14) is IPC topology independent. Therefore, in case of a small-signal duty cycle perturbation given by

d̂(s) =
Δd
s

, (15)

corresponding generalized PVG voltage response is given in Laplace and time domains by

v̂pv(s) = d̂ · Gpv
ci = −VOΔd

⎛⎝1
s
− s + 2ζpvωn − ω2

n
ωz-esr

s2 + s2ζpvωn + ω2
n

⎞⎠ (16)

and

v̂pv(t) = VOΔd

(
1 −

√
1+ ωn

ωz−esr [
ωn

ωz-esr −2ζpv]√
1−ζ2

pv
exp(−ζpvωnt) sin

[
ωdt + tan−1

{ √
1−ζ2

pv

ζpv− ωn
ωz-esr

}])
, (17)

respectively, with

ωd = ωn

√
1 − ζ2

pv (18)

and
0 < ζpv < 1. (19)

The practical assumption ωz-esr >> ωn further simplifies Equation (17) as

v̂pv(t) ≈ VOΔd

⎛⎝1 − 1√
1 − ζ2

pv

exp(−ζpvωnt) sin θ(t)

⎞⎠, (20)

where

θ(t) = ωdt + tan−1

⎧⎨⎩
√

1 − ζ2
pv

ζpv

⎫⎬⎭. (21)
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Combining Equation (20) with Equation (13) yields

p̂pv(t) ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−IpvVOΔd

(
1 ± 1√

1−ζ2
pv

exp(−ζpvωnt) · sin θ(t)

)
, vpv << vpv

∣∣
MPP

(VDCΔd)2

Rpv

(
1 − 1√

1−ζ2
pv

exp(−ζpvωnt) · sin θ(t)

)2

, vpv ≈ vpv
∣∣

MPP

VpvVOΔd
rpv

(
1 ± 1√

1−ζ2
pv

exp(−ζpvωnt) · sin θ(t)

)
, vpv >> vpv

∣∣
MPP

. (22)

Settling the time of the PVG power transient, imposed by duty cycle perturbation, is then dictated
by the corresponding envelope behavior, given by

env
(

p̂pv(t)
) ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−IpvVOΔd

(
1 ± 1√

1−ζ2
pv

exp(−ζpvωnt)

)
, vpv << vpv

∣∣
MPP

(VDCΔd)2

Rpv

(
1 ± 2 1√

1−ζ2
pv

exp(−ζpvωnt) + 1
1−ζ2

pv
exp(−2ζpvωnt)

)
, vpv ≈ vpv

∣∣
MPP

VpvVOΔd
rpv

(
1 ± 1√

1−ζ2
pv

exp(−ζpvωnt)

)
,vpv >> vpv

∣∣
MPP

(23)

The corresponding settling times are then obtained as

TΔ ≈ −

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

ζpvωn
ln
(

Δ
√

1 − ζ2
pv

)
, vpv << vpv

∣∣
MPP

1
ζpvωn

ln
(

Δ
2

√
1 − ζ2

pv

)
, vpv ≈ vpv

∣∣
MPP

1
ζpvωn

ln
(

Δ
√

1 − ζ2
pv

)
, vpv >> vpv

∣∣
MPP

. (24)

It should be noted that since ζpv is dependent on rpv (the two are inversely proportional), settling
times must be evaluated considering Equations (5)–(7). Typically, settling time increases monotonically
with the decrease of ζpv (i.e., with the increase of PVG dynamic resistance). Therefore, TΔ|OC <

TΔ|MPP < TΔ|SC, and the longest settling time is expected at an SC condition, establishing the
operating point for perturbation frequency design in MPPT algorithms with a fixed perturbation
frequency. The value of a reciprocal of perturbation frequency should then obey [42]

Tp ≥ TΔ|SC. (25)

4. Maximum Power Point Tracking (MPPT) with Adaptive Step Size

MPPT methods with adaptive step are based on directly or indirectly defining an objective
function given by [22,34]

y[k] =
ppv[k]− ppv[k − 1]

d[k]− d[k − 1]
=

Δppv

Δd
, (26)

where k is the sampling instant. Since

y[k]
> 0, vpv << vpv

∣∣
MPP

≈ 0, vpv ≈ vpv
∣∣

MPP
< 0, vpv >> vpv

∣∣
MPP

, (27)

The way of adjusting the duty cycle is as follows:⎧⎪⎨⎪⎩
increase d, y[k] > 0
decrease d, y[k] < 0
maintain d, y[k] ≈ 0

. (28)

76



Energies 2019, 12, 399

Thus, the typical strategy of adapting the duty cycle perturbation at the (k + 1)th sampling instant
is given by

d[k + 1] = d[k] + N · y[k]. (29)

with N referred to as the scaling factor. The size of

Δd[k] = N · y[k] (30)

must be kept between two bounds,

Δdmin < Δd[k] < Δdmax, (31)

selected as follows. The value of Δdmin should be such that the corresponding imposed steady-state
PVG power difference, Δppv, is higher than the steady-state PVG power difference caused by irradiation
change during MPPT algorithm perturbation interval to satisfy [21]:

Δdmin =
1

G0

√√√√ Vpv
∣∣

MPP · Kph ·
∣∣∣ .
Gs

∣∣∣ · Tp

H · Vpv
∣∣

MPP + Ypv
∣∣

MPP
, (32)

where the value of the MPP voltage corresponds to standard test conditions, Kph =
∂ipv
∂Gs

denotes the
PVG material constant, G0 signifies the DC gain of the duty cycle to PVG voltage transfer function in

Equation (14),
.

Gs represents the solar irradiation change rate, and H = − 1
2

∂2ipv
∂2vpv

∣∣∣∣
MPP

. It is important to

highlight that since Equation (32) depends on environmental conditions, the combination of parameters
leading to the highest value of Δdmin must be utilized, taking into account the worst case of irradiation
change rate. It should be emphasized that in addition to irradiation variations, finite resolution of the
utilized analog-digital converter (ADC) should also be considered upon selection of Δdmin [21]. On the
other hand, the selected value of Δdmax must keep the PVG voltage within a feasible operation range
for all expected operation conditions, satisfying [21]:

Δdmax = N
ΔPpvmax

ΔVpvmax
, (33)

In fixed-step MPPT algorithms, the high value of Δd leads to accelerated convergence, traded off
for steady-state accuracy (see Equation (22)) since higher values of Δd impose higher power deviations
around MPP in steady state. It was shown in [41] that Equation (29) is the discrete-time version of
integral-based adjustment

d(t) = d(t − Tp) +
N
Tp

t∫
t−Tp

y(τ)dτ

︸ ︷︷ ︸
Δd

, (34)

i.e., the size of Δd is adjusted according to the objective function value. Unfortunately, while the
method of choosing Δdmin is relatively simple, the selection of Δdmax is often based on a trial-and-error
approach, and the value resulting from this process is suitable only for a given system operating under
specific operating conditions. Moreover, it is well-known that the Perturb-and-Observe algorithm is
confused by sudden irradiation changes, causing significant transients. In some cases this confusion
is partially cured by Incremental Conductance which does not solve the issue completely [15] and
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is additionally prone to noise due to its inherent differentiation operation. Lastly, note that the
steady-state value of power perturbation is given by (cf. Equation (22))

Δ p̂pv(t) ≈

⎧⎪⎪⎨⎪⎪⎩
−IpvVOΔd, vpv << vpv

∣∣
MPP

(VDCΔd)2

Rpv
, vpv ≈ vpv

∣∣
MPP

VpvVOΔd
rpv

, vpv >> vpv
∣∣

MPP

, (35)

i.e., Δ p̂pv ∼ Δd when the operating point is away from the MPP and Δ p̂pv ∼ (Δd)2 when the
operating point is in the vicinity of MPP in addition to being operating region dependent. When Δd is
increased, corresponding overshoots also rise, aggravating unwanted transients. Therefore, it would
be desirable to keep the duty cycle at Δdmin or slightly above at all times while increasing the algorithm
convergence during transients by other means.

5. Maximum Power Point Tracking (MPPT) with Adaptive Perturbation Frequency

Consider a time-domain generalization according to Equation (15)

d̂(t) = Δd · u(t − t0) (36)

with Δd < 0 (for demonstration purposes only, without loss of generalization) denoting a step-like duty
cycle perturbation at arbitrary t = t0. Observing the corresponding time-domain PVG power response
p̂pv(t − t0), it may be concluded from Equation (22) that

p̂pv(t)
< 0, vpv << vpv

∣∣
MPP

> 0, vpv ≈ vpv
∣∣

MPP
> 0, vpv >> vpv

∣∣
MPP

, (37)

for any t > t0. This means that in case the PVG operating point is not in the vicinity of MPP, the sign
of power perturbation induced by duty cycle perturbation does not change and may be theoretically
detected for any t > t0. On the other hand, the steady-state value of the PVG power would not
be accurately estimated if sampled before t = t0 + Tp. Therefore, it is proposed to keep the duty
cycle perturbation constant at Δdmin to obtain maximum accuracy in steady state while adjusting the
reciprocal of perturbation frequency (instead of Equation (28)) as⎧⎪⎨⎪⎩

decrease Tp below TΔ|SC, y[k] > 0
decrease Tp below TΔ|SC, y[k] < 0
maintain Tp = TΔ|SC, y[k] ≈ 0

. (38)

A possible strategy of adapting the reciprocal of perturbation frequency at (k + 1)th sampling
instant is given by

Tp[k + 1] = Tp[k] + M · y[k] (39)

with M referred to as a scaling factor. The size of Tp should be kept between two bounds,

Tpmin < Tp[k] < TΔ|SC (40)

with the lower boundary selected using a similar line of thinking as the selection in Δdmin above.
In general, the value of Tpmin will also be dictated by irradiation-induced variation and system
resolution. In-depth investigation is left for future work, as only the concept of variable perturbation
frequency is introduced here. The proposed algorithm is expected to be less confused by sudden
irradiation changes than the variable step one, since the duty cycle remains unchanged. The increase of
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algorithm convergence time during transients is achieved by means of enlarged perturbation frequency.
Moreover, the steady-state value of power perturbation is given by (cf. Equations (22) and (35))

Δ p̂pv(t) ≈

⎧⎪⎪⎨⎪⎪⎩
−IpvVOΔdmin, vpv << vpv

∣∣
MPP

(VDCΔdmin)
2

Rpv
, vpv ≈ vpv

∣∣
MPP

VpvVOdmin
rpv

, vpv >> vpv
∣∣

MPP

, (41)

i.e., the resulting Δ p̂pv is now operating region dependent only, since Δd does not change.

6. Example

Consider the system utilized for perturbation frequency design guideline verification in
References [42,43], consisting of:

- A 14.6 W PVG with a maximum power point current of Ipv
∣∣

MPP= 0.9 A, a maximum power point
voltage Vpv

∣∣
MPP = 16.2 V, a short-circuit current of 1 A and an open-circuit voltage of 19.2 V for

values of environmental variables given by Gs = 500 W, T = 45 ◦C. Under these conditions, shunt
and series PVG resistances are estimated as rSH ≈ 1000 Ω and rS ≈ 0.91 Ω;

- A 100 KHz pulse width modulated boost power stage operating as IPC, terminated by a 26 V
voltage source.

The system is shown in Figure 3 with the rest of the relevant parameters values indicated.
PVG voltage vpv and current ipv are the measured variables. Output per-unit PVG characteristics are
depicted in Figure 4. Note that rpv

∣∣
MPP= 18Ω so that rpv

∣∣
OC � rpv

∣∣
MPP << rpv

∣∣
SC, as predicted by

Equation (7).

 

Figure 3. Boost-interfacing power converter (IPC)-based solar energy conversion system.

 
Figure 4. Output per-unit photovoltaic generator (PVG) characteristics.
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The following settling times were revealed in Reference [42] for Δ = 0.05:

TΔ ≈

⎧⎪⎨⎪⎩
5.6ms, vpv << vpv

∣∣
MPP

3.3ms, vpv ≈ vpv
∣∣

MPP
1.5ms, vpv >> vpv

∣∣
MPP

, (42)

Thus, Tp > 5.6 ms should be selected. In order to estimate Δdmin, the following parameters were
used: material constant Kph = 1.9 mA, saturation current Is = 1.097·10−10A, and ideality factor η = 1.0,

with an irradiation change rate
.

Gs of 100 W/m2/s and a 12-bit ADC with 3-V full-scale voltage span.
The resulting minimum duty cycle perturbation step size was obtained as Δdmin = 0.021. Selecting,
for demonstration purposes, Tp = 5.7 ms and Δd = 0.025, Figure 5 demonstrates the results of sweeping
the converter duty cycle. It may be concluded that the PVG power curve is sampled with settling
times matching Equation (40). Moreover, the claim that the direction of PVG power induced by duty
cycle perturbation at t = t0 does not change for any t > t0 is well evident. For vpv < vpv

∣∣
MPP, negative

Δd yields positive Δppv while for vpv > vpv
∣∣

MPP, negative Δd yields negative Δppv, as predicted by
Equation (23).

Figure 5. Duty cycle sweeping results.

In order to perform a demonstrative comparison of the system performance under different
values of duty cycle and perturbation frequencies, the system was initialized away from MPP under
300 W/m2 irradiation to observe initial convergence to the MPP. Next, the irradiation was increased to
500 W/m2 at t = 0.17s to examine the corresponding response of the MPPT algorithm.

In the first case, the constant duty cycle constant perturbation frequency MPPT algorithm with Δd
= Δdmin = 0.021 and Tp = TΔ|SC = 5.6 ms was applied. The results are shown in Figure 6. The system
converges to the MPP corresponding to 300 W/m2 irradiation after ~120 ms and then oscillates around
the MPP in three discrete steps, as predicted in [21]. Upon irradiation change, the system converges
to the new MPP almost instantaneously due to the fact that the MPP voltage is nearly insensitive to
irradiation [54]. Therefore, the converter duty cycle should not change significantly upon irradiation
variation. This is evident in Figure 6.
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Figure 6. Performance under the constant duty cycle and constant perturbation frequency values of Δd
= 0.021, Tp = 5.6 ms.

In the second case, the constant duty cycle constant perturbation frequency MPPT algorithm with
Δd = 5·Δdmin = 0.1 and Tp = TΔ|SC = 5.6 ms was applied, and the duty cycle was significantly increased.
The results are shown in Figure 7. The system converges to the MPP corresponding to 300 W/m2

irradiation after ~25 ms—five times faster than in the previous case, as expected—and then oscillates
around the MPP in three discrete steps. Nevertheless, the differences between corresponding levels of
PVG power and MPP power are much higher than in the previous case, resulting in significant steady
state power losses. Moreover, upon irradiation change, the system does not instantaneously converge
to the new MPP, since the duty cycle moves away from its optimum region due to confusion and then
returns in about 200 ms.

Figure 7. Performance under the constant duty cycle and constant perturbation frequency values of Δd
= 0.1, Tp = 5.6 ms.
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In the third case, the constant duty cycle constant perturbation frequency MPPT algorithm
with Δd = Δdmin = 0.021 and Tp = 0.1·TΔ|SC = 0.56 ms was applied, and the perturbation frequency
was significantly increased. The results are shown in Figure 8. The system converges to the
MPP corresponding to 300 W/m2 irradiation after ~12.5 ms—ten times faster than in the first case,
as expected—and then oscillates around the MPP in five, rather than three, discrete steps, entering
chaotic mode [21]. Consequently, the differences between corresponding levels of PVG power and MPP
power are higher than in the first case, resulting in higher steady state power losses. Upon irradiation
change, the system instantaneously converges to the new MPP and oscillates around the MPP in three
discrete steps, as desired. It may be observed that the power response never settles following a duty
cycle perturbation, as predicted.

 
Figure 8. Performance under constant duty cycle and constant perturbation frequency values of Δd =
0.021, Tp = 0.56 ms.

In the fourth case, the variable duty cycle constant perturbation frequency MPPT algorithm with
(cf. Equation (31)) Δdmin = 0.021 < Δd < 0.1 = 5·Δdmin and Tp = TΔ|SC = 5.6 ms was applied. The duty
cycle was adapted according to Equation (29). The results are shown in Figure 9. The system converges
to the MPP corresponding to 300 W/m2 irradiation after ~60 ms (two times faster than in the first
case yet two times slower than in the second) and then oscillates around the MPP in three discrete
steps, similar to the first case. However, upon irradiation change, the system undergoes a significant
transient and settles in the new MPP only after ~300 ms. This transient is probably the main drawback
of perturbative MPPT algorithms with variable step size.

In the last case, the constant duty cycle variable perturbation frequency MPPT algorithm with
(cf. Equation (40)) Δd = Δdmin = 0.021 and 0.1·TΔ|SC = 0.56 ms < Tp < TΔ|SC = 5.6 ms was applied.
The perturbation frequency was adapted according to Equation (39). The results are shown in Figure 10.
The system converges to the MPP corresponding to 300W/m2 irradiation after ~40ms (three times
faster than in the first case yet three times slower than in the third) and then oscillates around the MPP
in three discrete steps, similar to the first case. Upon irradiation change, the system converges to the
new MPP after a transient lasing a single perturbation period (5.6 ms) and then oscillates around the
MPP in three discrete steps, as desired.
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Figure 9. Performance under the variable duty cycle and constant perturbation frequency values of
0.021 < Δd < 0.1, Tp = 5.6 ms.

 
Figure 10. Performance under the constant duty cycle and variable perturbation frequency values of
Δd = 0.021, 0.56 ms < Tp < 5.6 ms.

It may then be concluded that the constant duty cycle variable perturbation frequency MPPT
algorithm seems to present a better trade-off between steady-state and transient performance
than the fixed step fixed perturbation frequency and variable step fixed perturbation frequency
MPPT algorithms.

83



Energies 2019, 12, 399

7. Conclusions

In this paper, the concept of using an MPPT algorithm with an adaptive perturbation frequency
instead of the commonly used variable step size was proposed. The analytical background was
presented, based on recently revised design guidelines for designing fixed-step direct maximum
power point tracking methods. Where possible, it is proposed to keep the step size at a minimum
at all times while increasing perturbation frequency during transients and keeping it unchanged
(equal to the maximum allowed by design guidelines) in a steady state. Such an approach helps to
eliminate algorithm confusion during sudden irradiation changes and prevent excess transients caused
by operation with an increased perturbation step. Preliminary results demonstrate the superiority
of the proposed method over adaptive perturbation step size operation during transients, gained
without compromising steady state performance. Since only the concept of variable perturbation
frequency is introduced here, in-depth investigation is left for future work, to yield comprehensive
design guidelines by deriving the lower bound of perturbation step time analytically, based on both
system parameters and the behavior of environmental variables.

Author Contributions: E.A. conducted the research referred to in the paper during his M.Sc. studies. A.K. wrote
the paper and supervised the research related to the paper with T.S.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gadelovits, S.; Kuperman, A.; Sitbon, M.; Aharon, I.; Singer, S. Interfacing renewable energy sources for
maximum power transfer—Part I: Statics. Renew. Sustain. Energy Rev. 2014, 31, 501–508. [CrossRef]

2. Kolesnik, S.; Sitbon, M.; Gadelovits, S.; Suntio, T.; Kuperman, A. Interfacing renewable energy sources for
maximum power transfer—Part II: Dynamics. Renew. Sustain. Energy Rev. 2015, 51, 1771–1783. [CrossRef]

3. de Brito, M.A.G.; Galotto, L., Jr.; Sampaio, L.P.; Melo, G.D.E.; Canesin, C.A. Evaluation of the main MPPT
techniques for photovoltaic applications. IEEE Trans. Ind. Electron. 2013, 60, 1156–1167. [CrossRef]

4. Esram, T.; Chapman, P.L. Comparison of photovoltaic array maximum power point tracking techniques.
IEEE Trans. Energy Convers. 2007, 22, 439–449. [CrossRef]

5. Faranda, R.; Leva, S. Energy comparison of MPPT techniques for PV systems. WSEAS Trans. Power Syst.
2008, 3, 446–455.

6. Lyden, S.; Haque, M.E. Maximum power point tracking techniques for photovoltaic systems: A comprehensive
review and comparative analysis. Renew. Sustain. Energy Rev. 2015, 52, 1504–1518. [CrossRef]

7. Xiao, W.; Zeineldin, H.H.; Zhang, P. Statistic and parallel testing procedure for evaluating maximum power
point tracking algorithms of photovoltaic power systems. IEEE J. Photovolt. 2013, 3, 1062–1069. [CrossRef]

8. Subudhi, B.; Pradhan, R. A comparative study on maximum power point tracking techniques for photovoltaic
power systems. IEEE Trans. Sustain. Energy 2013, 4, 89–98. [CrossRef]

9. Latham, A.M.; Pilawa-Podgurski, R.; Odame, K.M.; Sullivan, C.R. Analysis and optimization of maximum
power point tracking algorithms in the presence of noise. IEEE Trans. Power Electron. 2013, 28, 3479–3494.
[CrossRef]

10. Andrean, V.; Chang, P.C.; Lian, K.L. A review and new problems discovery of four simple decentralized
maximum power point tracking algorithms—Perturb and observe, incremental conductance, golden section
search, and Newton’s quadratic interpolation. Energies 2018, 11, 2966. [CrossRef]

11. Danandeh, M.A.; Mousavi, S.M. Comparative and comprehensive review of maximum power point tracking
methods for PV cells. Renew. Sustain. Energy Rev. 2018, 82, 2743–2767. [CrossRef]

12. Koutroulis, E.; Kalaitzakis, K.; Voulgaris, N.C. Development of a microcontroller-based, photovoltaic
maximum power point tracking control system. IEEE Trans. Power Electron. 2001, 16, 46–54. [CrossRef]

13. Femia, N.; Petrone, G.; Spagnuolo, G.; Vitelli, M. Optimization of perturb and observe maximum power
point tracking method. IEEE Trans. Power Electron. 2005, 20, 963–973. [CrossRef]

14. Hussein, K.H.; Muta, I.; Hoshino, T.; Osakada, M. Maximum photovoltaic power tracking: An algorithm for
rapidly changing atmospheric conditions. IEE Proc. Gener. Transm. Distrib. 1995, 142, 59–64. [CrossRef]

84



Energies 2019, 12, 399

15. Elgendy, M.A.; Zahawi, B.; Atkinson, D.J. Assessment of the incremental conductance maximum power
point tracking algorithm. IEEE Trans. Sustain. Energy 2013, 4, 108–117. [CrossRef]

16. Leyva, R.; Alonso, C.; Queinnec, I.; Cid-Pastor, A.; Lagrange, D.; Martinez-Salamero, L. MPPT of photovoltaic
systems using extremum seeking control. IEEE Trans. Aerosp. Electron. Syst. 2006, 42, 249–258. [CrossRef]

17. Ghaffari, A.; Krstic, M.; Seshagiri, S. Power optimization and control in wind energy conversion systems
using extremum seeking. IEEE Trans. Contr. Syst. Technol. 2014, 22, 1684–1695. [CrossRef]

18. Brunton, S.L.; Rowley, C.W.; Kulkarni, S.R.; Clarkson, C. Maximum power point tracking for photovoltaic
optimization using ripple-based extremum seeking control. IEEE Trans. Power Electron. 2010, 25, 2531–2540.
[CrossRef]

19. Esram, T.; Kimball, J.W.; Krein, P.T.; Chapman, P.L.; Midya, P. Dynamic maximum power point tracking
of photovoltaic arrays using ripple correlation control. IEEE Trans. Power Electron. 2006, 21, 1282–1291.
[CrossRef]

20. Bazzi, A.M.; Krein, P.T. Ripple correlation control: An extremum seeking control perspective for real time
optimization. IEEE Trans. Power Electron. 2014, 29, 988–995. [CrossRef]

21. Femia, N.; Petrone, G.; Spagnuolo, G.; Vitelli, M. Power Electronics and Control Techniques for Maximum Energy
Harvesting in Photovoltaic Systems; CRC Press: Boca Raton, FL, USA, 2013.

22. Liu, F.; Duan, S.; Liu, F.; Liu, B.; Kang, Y. A variable step size INC MPPT method for PV systems. IEEE Trans.
Ind. Electron. 2008, 55, 2622–2628.

23. Libo, W.; Zhengming, Z.; Jianzheng, L. A single stage three phase grid connected photovoltaic system with
modified MPPT method and reactive power compensation. IEEE Trans. Energy Convers. 2007, 22, 881–886.
[CrossRef]

24. Kim, R.-Y.; Lai, J.-S.; York, B.; Koran, A. Analysis and design of maximum power point tracking scheme for
thermoelectric battery energy storage system. IEEE Trans. Ind. Electron. 2009, 56, 3709–3716.

25. Xiao, W.; Dunford, W.G. A modified adaptive hill climbing MPPT method for photovoltaic power systems.
In Proceedings of the 35th IEEE Annual Power Electronics Specialists Conference (PESC 04), Aachen,
Germany, 20–25 June 2004; pp. 1957–1963.

26. Pandey, A.; Dasgupta, N.; Mukerjee, A.K. Design issues in implementing MPPT for improved tracking and
dynamic performance. In Proceedings of the 32nd IEEE Annual Industrial Electronics Conference (IECON
2006), Paris, France, 7–10 November 2006; pp. 4387–4391.

27. Mei, Q.; Shan, M.; Liu, L.; Guerrero, J.M. A novel improved variable step-size incremental-resistance MPPT
method for PV systems. IEEE Trans. Ind. Electron. 2011, 58, 2427–2434. [CrossRef]

28. Lee, K.-J.; Kim, R.-Y. An adaptive maximum power point tracking scheme based on a variable scaling factor
for photovoltaic systems. IEEE Trans. Energy Convers. 2012, 27, 1002–1008. [CrossRef]

29. Khanna, R.; Zhang, Q.; Stanchina, W.E.; Reed, G.F.; Mao, Z.-H. Maximum power point tracking using model
reference adaptive control. IEEE Trans. Power Electron. 2014, 29, 1490–1499. [CrossRef]

30. Manganiello, P.; Ricco, M.; Petrone, G.; Monmasson, E.; Spagnuolo, G. Optimization of perturbative PV MPPT
methods through online system identification. IEEE Trans. Ind. Electron. 2014, 61, 6812–6821. [CrossRef]

31. Sitbon, M.; Schacham, S.; Kuperman, A. Disturbance observer based voltage regulation of current mode
boost converter interfaced photovoltaic generator. IEEE Trans. Ind. Electron. 2015, 62, 5776–5785. [CrossRef]

32. Manganiello, P.; Ricco, M.; Petrone, G.; Monmasson, E.; Spagnuolo, G. Dual Kalman filter based identification
and real-time optimization of PV systems. IEEE Trans. Ind. Electron. 2015, 62, 7266–7275. [CrossRef]

33. Li, C.; Chen, Y.; Zhou, D.; Liu, J.; Zeng, J. A high-performance adaptive incremental conductance MPPT
algorithm for photovoltaic systems. Energies 2016, 9, 288. [CrossRef]

34. Kou, Y.; Xia, Y.; Ye, Y. Fast variable step maximum power point tracking method for photovoltaic systems.
J. Renew. Sustain. Energy 2015, 7, 043126. [CrossRef]

35. Amir, A.; Amir, A.; Selvaraj, J.; Rahim, N.A.; Abusorrah, A.M. Conventional and modified MPPT techniques
with direct control and dual scaled adaptive step size. Sol. Energy 2017, 157, 1017–1031. [CrossRef]

36. Tan, C.Y.; Rahim, N.A.; Selvaraj, J. Employing dual scaling mode for adaptive hill climbing method n buck
converter. IET Renew. Power Gen. 2015, 9, 1010–1018. [CrossRef]

37. Ahmed, E.M.; Shoyama, M. Variable step size maximum power point tracker using a single variable for
stand alone battery storage PV systems. J. Power Electron. 2011, 11, 218–227. [CrossRef]

38. Ahmed, E.M.; Shoyama, M. Scaling factor design based variable step size incremental resistance maximum
power point tracking for PV systems. J. Power Electron. 2012, 12, 164–171. [CrossRef]

85



Energies 2019, 12, 399

39. Kjaer, S.B. Evaluation of the ‘Hill Climbing’ and the ‘Incremental Conductance’ maximum power point
trackers for photovoltaic power systems. IEEE Trans. Energy Convers. 2012, 27, 922–929. [CrossRef]

40. Sera, D.; Mathe, L.; Kerekes, T.; Spataru, S.V.; Teodorescu, R. On the perturb-and-observe and incremental
conductance MPPT methods for PV systems. IEEE J. Photovolt. 2013, 3, 1070–1078. [CrossRef]

41. Kolesnik, S.; Kuperman, A. On the equivalence of major variable step size MPPT algorithms. IEEE J. Photovolt.
2016, 6, 590–594. [CrossRef]

42. Kivimäki, J.; Kolesnik, S.; Sitbon, M.; Suntio, T.; Kuperman, A. Revisited perturbation frequency design
guideline for direct fixed-step maximum power point tracking algorithms. IEEE Trans. Ind. Electron. 2017,
64, 4601–4609. [CrossRef]

43. Kivimäki, J.; Kolesnik, S.; Sitbon, M.; Suntio, T.; Kuperman, A. Design guidelines for multi-loop perturbative
maximum power point tracking algorithms. IEEE Trans. Power Electron. 2018, 33, 1284–1293. [CrossRef]

44. Elgendy, M.A.; Atkinson, D.J.; Zahavi, B. Experimental investigation of the incremental conductance
maximum power point tracking algorithm at high perturbation rates. IET Renew. Power Gener. 2016,
10, 133–139. [CrossRef]

45. Elgendy, M.A.; Zahavi, B.; Atkinson, D.J. Operating characteristics of the P&O algorithm at high perturbation
frequencies for standalone PV systems. IEEE Trans. Energy Convers. 2015, 30, 189–198.

46. Jiang, Y.; Qahoug, J.A.A.; Haskew, T.A. Adaptive step size with adaptive perturbation frequency digital
MPPT controller for a single-sensor photovoltaic solar system. IEEE Trans. Power Electron. 2013, 28, 3195–3205.
[CrossRef]

47. Nousiainen, L.; Puukko, J.; Mäki, A. Photovoltaic generator as an input source for power electronic converters.
IEEE Trans. Power Electron. 2013, 28, 3028–3037. [CrossRef]

48. Suntio, T.; Messo, T.; Aapro, A.; Kivimäki, J.; Kuperman, A. Review of PV generator as an input source for
power electronic converters. Energies 2017, 10, 1076. [CrossRef]

49. Lineykin, S.; Averbukh, M.; Kuperman, A. An improved approach to extracting the single-diode equivalent
circuit parameters of a photovoltaic cell/panel. Renew. Sustain. Energy Rev. 2014, 30, 282–289. [CrossRef]

50. Averbukh, M.; Lineykin, S.; Kuperman, A. Obtaining PV panel operational curves for arbitrary cell
temperatures and solar irradiation densities from standard conditions data. Prog. Photovolt. Res. Appl. 2013,
21, 1016–1024.

51. Lineykin, S.; Averbukh, M.; Kuperman, A. Issues in modeling amorphous silicon photovoltaic modules by
single-diode equivalent circuit. IEEE Trans. Ind. Electron. 2014, 61, 6785–6793. [CrossRef]

52. Suntio, T.; Viinamaki, J.; Jokipii, J.; Messo, T.; Kuperman, A. Dynamic characterization of power electronics
interfaces. IEEE J. Emerg. Sel. Top. Power Electron. 2014, 2, 949–961. [CrossRef]

53. Sitbon, M.; Leppaaho, J.; Suntio, T.; Kuperman, A. Dynamics of photovoltaic-generator-interfacing
voltage-controlled buck power stage. IEEE J. Photovolt. 2015, 5, 633–670. [CrossRef]

54. Kuperman, A.; Averbukh, M.; Lineykin, S. Maximum power point matching versus maximum power point
tracking for solar generators. Renew. Sustain. Energy Rev. 2013, 19, 11–17. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

86



energies

Review

Dynamic Modeling and Analysis of PCM-Controlled
DCM-Operating Buck Converters—A Reexamination

Teuvo Suntio

Laboratory of Electrical Energy Engineering, Tampere University of Technology, 33720 Tampere, Finland;
teuvo.suntio@tut.fi; Tel.: +358-400-828-431

Received: 25 April 2018; Accepted: 14 May 2018; Published: 15 May 2018

Abstract: Peak-current-mode (PCM) control was proposed in 1978. The observed peculiar behavior
caused by the application of PCM-control in the behavior of a switched-mode converter, which
operates in continuous conduction mode (CCM), has led to a multitude of attempts to capture the
dynamics associated to it. Only a few similar models have been published for a PCM-controlled
converter, which operates in discontinuous conduction mode (DCM). PCM modeling is actually
an extension of the modeling of direct-duty-ratio (DDR) or voltage-mode (VM) control, where the
perturbed duty ratio is replaced by proper duty-ratio constraints. The modeling technique, which
produces accurate PCM models in DCM, is developed in early 2000s. The given small-signal models
are, however, load-resistor affected, which hides the real dynamic behavior of the associated converter.
The objectives of this paper are as follows: (i) proving the accuracy of the modeling method published
in 2001, (ii) performing a comprehensive dynamic analysis in order to reveal the real dynamics of the
buck converter under PCM control in DCM, (iii) providing a method to improve the high-frequency
accuracy of the small-signal models, and (iv) developing control-engineering-type block diagrams to
facilitate the development of generalized transfer functions, which are applicable for PCM-controlled
DCM-operated buck, boost, and buck-boost converters.

Keywords: peak-current-mode control; dynamic modeling; duty-ratio constraints; discontinuous
conduction mode

1. Introduction

Peak-current-mode (PCM) control of switched-mode converters was publically introduced
in 1978 [1,2], and it quickly became a very popular control method because of the beneficial features
that it provides in converter operation and protection, as discussed in [3]. A huge number of modeling
approaches has been proposed since the introduction of the PCM control in continuous conduction
mode (CCM), as discussed and referenced in [4]. It has been recently shown in [4] that the accurate
dynamic models of PCM-controlled converters, which operates in CCM, can be obtained by developing
such duty-ratio constraints that include the duty-ratio gain (Fm), which becomes infinite at the
mode-limit duty ratio (i.e., the maximum duty ratio after which the converter enters into harmonic
mode of operation). Such models can be found, for example, from [4–8]. Only a few similar analytical
models applicable for discontinuous conduction (DCM) are published [9–14].

The models in [9] are derived assuming that the inductor current does not exist as a state
variable (i.e., no feedback from the inductor current is considered), because all the energy in the
inductor is dissipated within the cycle, as assumed in [15]. This assumption is not valid, because the
time-averaged inductor current does exist and it is a continuous state variable as discussed explicitly
in [16]. A modeling technique is introduced in [10], which produces duty-ratio constraints with
infinite duty-ratio gain (Fm) at the mode limit between the DCM and CCM operation but the models
are load-resistor affected, which modifies the dynamics of the converter significantly, as discussed
in [4,17]. The models presented in [11] are given in an implicit form including the load-resistor effect,
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which makes the model validation a challenging task, because the unterminated small-signal transfer
functions cannot be recovered based on the given equivalent circuits. A discrete-time-modeling
approach is presented in [12] for a buck converter including also PCM control in DCM, but it does
not give any explicit transfer functions for comparison. The average and small-signal behavior of
PCM-controlled boost converter based on numerical analysis methods is provided in [18] but no
explicit analytic transfer functions are presented either. The unterminated PCM state spaces are given
in [13] (pp. 139–144) and in [14] (pp. 222–224) for a buck converter based on the method introduced
in [10], but the transfer functions are not solved for comparison.

As discussed in [4], the experimental verifications do not usually prove the validity of the
models especially at the high frequencies due to the existence of un-modeled circuit elements at
the input and/or output terminals, which affect the measurements either through the source or
load-effect phenomena [14] (pp. 38–40). A good example of such a phenomenon can be found,
for example, from [19] (cf. Figure 16 in [19]). Figure 1 shows the experimentally measured (red line),
the analytically predicted (black line), and the simulation-based (blue line) frequency responses of the
control-to-output-voltage transfer functions of a direct-duty-ratio (DDR) controlled buck converter
analyzed in this paper [20]. The effect of the external circuit elements is explicitly visible, especially,
in the behavior of the phase at the higher frequencies (cf. red line, >10 kHz). The predicted (black
line) and simulation-based (blue line) frequency responses have very good match with each other.
The ability to predict correctly the high frequency phase behavior (i.e., ≥1/10th of switching frequency)
is a quite important feature of the small-signal models from the control-design point of view. Therefore,
it is well justified to perform the model validation by using MatlabTM Simulink environment, where
all the circuit elements are perfectly known.

Figure 1. Measured (red line), analytically predicted (black line), and simulation-based (blue line)
control-to-output-voltage frequency responses of direct-duty-ratio (DDR)-controlled buck converter
operating in discontinuous conduction mode (DCM) at the input voltage of 20 V.

The investigations of this paper show that the modeling method in [10] will produce highly
accurate unterminated small-signal models, when the parasitic circuit elements are taken into
account. If the parasitic elements are omitted then the accuracy of the simplified models is not
acceptable, especially, at the low input-voltage levels. The investigations show clearly also that an
unterminated buck converter will become unstable in open loop at M ≈ 1/2, where M denotes V0/Vin.
The load-resistor-affected instability will take place at M ≈ 2/3 as predicted earlier in [10,11] as well as
demonstrated explicitly in [21]. The existence of the right-half-plane (RHP) pole requires to designing
the output-voltage feedback-control loop to have the crossover frequency higher than the RHP pole
for stability to exist. The RHP pole will move into higher frequencies along the increase in M and D
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(i.e., duty ratio) requiring careful selection of the feedback-loop crossover frequency for ensuring the
stability of the converter. Therefore, the new findings concerning the location of the RHP pole have
real scientific as well as practical values.

The rest of the paper is organized as follows: Section 2 introduces briefly the PCM-modeling
method developed in [10] in a generalized unterminated form, and provides the corresponding
explicit transfer functions for a buck converter. Section 3 presents the validation of the
developed small-signal models by utilizing MatlabTM Simulink-based switching models, and the
pseudo-random binary-sequence-based frequency-response measurement technique introduced
in [22,23]. The conclusions are provided finally in Section 4.

2. PCM-Control Modeling

The accurate small-signal modeling method of DCM-operated direct-duty-ratio (DDR) or
voltage-mode (VM) controlled converters was establish in the late 1990s in [24,25] and later elaborated
in a more convenient form in [16]. It is claimed in [26] that the small-signal models in [25] are not
accurate enough, but the paper does not explicitly provide the required correction elements to improve
the model accuracy. The small-signal models in [24,25] are load-resistor affected, which will hide
the unterminated dynamic behavior of the converter, especially, at the low frequencies as well as
which affects also the location of the low-frequency system poles [17]. Therefore, we will apply the
methods presented in [16] for obtaining the small-signal DDR state space with the parasitic circuit
elements included, which is utilized also in the corresponding PCM modeling. Figure 1, in Section 1,
proves explicitly that the method described in [16] produces highly accurate unterminated small-signal
models, when all the parasitic elements are included in the model. The duty ratio is generated in
a DRR-controlled converter by means of a fixed pulse-width-modulator (PWM) ramp signal. In a
PCM-controlled converter, the duty ratio is generated by means of the up slope of the instantaneous
inductor current. As a consequence of this, the small-signal state space of a PCM-controlled converter
can be found by developing proper duty-ratio constraints of the form [4,10,14]:

d̂ = Fm(x̂c −
n

∑
i=1

qi x̂i) (1)

where Fm denotes duty-ratio gain,xc the control variable (i.e., control current (ico)), and qi the feedback
or feedforward gain related to variable xi, which can be either a state, or input variable of the converter
as well as n the number of input and state variables [4]. The modeling is finalized by replacing the
perturbed duty ratio (d̂) by (1) in the linearized state space of the corresponding DDR-controlled
converter [4,10,14]. The hat over the variables in (1) indicates that the corresponding variables are
small-signal variables. This notation method is applied in rest of the paper.

2.1. Generalized Duty-Ratio Constrains in DCM

Figure 2 shows the inductor-current waveforms, the control current (ico), and the inductor-current
compensating ramp (mc) during one switching cycle in DCM under dynamic conditions. According
to [16], the real state variables, which will produce the dynamic behavior of the converter up to half the
switching frequency, are the time-averaged values of the instantaneous variables (i.e., inductor currents
and capacitor voltages), where the averaging is performed within one cycle. The time-averaged
variables are denoted in this paper by 〈xi〉. Figure 2 shows that at the time instant t = (k + d)Ts) the
variables in Figure 2 are linked together by:

ico − mcdTs =
n

∑
i=1

〈iL〉+ ΔiL (2)

which is known as the comparator equation, because the associated PWM comparator will change
state, when the condition determined by (2) is valid [13]. The only unspecified variable in (2) is ΔiL
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(cf. Figure 2), which can be solved by applying the definition of the time-averaged inductor current
(i.e.,〈iL〉) at t = (k + d)Ts:

〈iL〉 = m1d(d + d1)Ts

2
(3)

where d1 can be solved based on the inductor-current waveforms in Figure 2 as d1 = m1d/m2 [10].
Thus ΔiL can be given by:

ΔiL = m1dTs − 〈iL〉 = m1dTs − m1(m1 + m2)d2Ts

2m2
(4)

and the corresponding comparator equation in (2) by:

ico − mcdTs = 〈iL〉+ m1dTs(1 − d(m1 + m2)

2m2
) (5)

where m1 and m2 denote the absolute values of the up and down slopes of the inductor current as
denoted in Figure 2.

Figure 2. Inductor-current waveforms in DCM including the control current (ico) and compensation
ramp (mc).

The coefficients in the small-signal duty ratio constraints in (1) can be found by substituting the up
and down slope of the inductor current with their topology-based values in (5) as well as linearizing (5)
at a certain operating point. The linearization requires to applying the partial-derivative-based method
due to the highly nonlinear nature of the comparator equation in (5) for obtaining the required
coefficients in (1) (cf. pp. 60, 61, [14]). Thus the duty-ratio gain (Fm) can be given in a generalized form
(Note: In this case, only the duty ratio (d) is a variable, and all the other variables are constant) by:

Fm =
1

Ts

(
Mc +

M1(M2−D(M1+M2))
M2

) (6)

which indicates that Fm becomes infinite, when the duty ratio (D) equals:

D =
M2

M1 + M2
+

M2

M1(M1 + M2)
· Mc (7)

Equation (7) defines the mode limit for the converter operation at the switching frequency, where
the first term denotes actually the mode limit between the DCM and CCM operation [14], because
the only operational condition in DCM, where DM1 − D′M2 equals zero, is the boundary between
DCM and CCM (i.e., the boundary conduction mode (BCM) [11]). It equals symbolically the same
value, which defines the mode limit at D = 0.5 in the PCM-controlled converter in CCM, when
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Mc = 0 [4]. Figure 3 shows the inductor-current waveforms, when the converter is driven into the
harmonic modes of operation. The figure shows definitively that the buck converter can adopt both
even and odd harmonic modes as discussed also in [10]. The reason for the existence of the odd
harmonics is actually the existence of an RHP pole in the converter open-loop dynamics. In case of
CCM operation, only the even harmonic modes are possible as explained in detail in [4]. In DCM
operation, the mode-limit duty ratio does not either equal the average duty ratio of the harmonic
operation as it does in CCM operation [4].

Figure 3. Simulation-based inductor-current behavior in harmonic modes in a peak-current-mode
(PCM)-controlled buck converter.

Equation (5) can be developed in terms of duty ratio (D) for a second-order converter with Mc = 0
as [13]:

M1(M1 + M2)Ts

2M2
· D2 − M1Ts · D − ΔIL = 0 (8)

where ΔIL = Ico − IL. According to (8), we can compute that ΔIL−min will be limited to:

ΔIL−min =
M1M2Ts

2(M1 + M2)
(9)

at the duty ratio of:

Dmax =
M2

M1 + M2
(10)

which equals D in (7) (i.e., the first term). At the higher duty ratios, Equation (8) does not have any
more real-valued solutions indicating that the converter enters into harmonic operation mode as
shown in Figure 3.

The steady-state comparator equation in (8) can be developed further in terms of the
input-to-output gain (M) (i.e., M = Vo/Vin), and K (i.e., K = 2L/Ts/Req and Req = Vo/Io). It
should be observed that M1 and M2 denote the inductor current up and down slopes as absolute
values, and they have to be expressed as a function of M according to the behavior of the corresponding
converter. In addition, the duty ratio (D) has to be replaced by the converter specific formula, which
can be given for the buck converter as D = M

√
K/(1 − M) [11]. These procedures yield for the buck

converter as:

M3 − M2 + K
(

IcoRL

2Vin

)2
= 0 (11)
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Equation (11) can be further developed as:

(
M − 2

3

)2
(

M −
(

3IcoRL

4Vin

)2
)

= 0 (12)

which indicates that there exists a double root at M = 2/3 in (11), which means that there are no
real-valued solutions for M > 2/3 in open loop, as discussed also in [11,12] as well as explicitly
demonstrated in [21]. It is explicitly proved in [10] that the mode limit at M = 2/3 does not exist,
when the output-voltage feedback loop is closed. The dynamic analysis will reveal that the mode limit
at M = 2/3 produces an RHP pole (i.e., the converter is unstable), which does not take place in the
CCM converter. Therefore, the output-voltage feedback can remove the RHP pole when its control
bandwidth is higher than the RHP pole. The boost and buck-boost converters do not have similar
anomalies as the buck converter has in the open-loop behavior as discussed also in [11]. Equation (11)
is actually load-resistor affected, and therefore, it does not correctly predict the location of the actual
RHP pole in a buck converter as will be shown later in Section 2.3.

2.2. Small-Signal Model of DDR-Controlled Buck Converter in DCM

The averaged complete (i.e., including all parasitic elements) state space of a DDR-controlled
buck converter shown in Figure 4, which operates in DCM, can be given according to [14,16] by:

d〈iL〉
dt = d(〈vin〉+(R1−R2)〈iL〉+VD)

L − 2〈iL〉
dTs

· R1〈iL〉+〈vC〉−rC〈io〉+VD
〈vin〉−R2〈iL〉−〈vC〉+rC〈io〉

d〈vC〉
dt = 〈iL〉

C − 〈io〉
C

〈iin〉 = d2Ts
2L (〈vin〉 − R2〈iL〉 − 〈vC〉+ rC〈io〉)

〈vo〉 = 〈vC〉+ rCC d〈vC〉
dt

R1 = rL + rd + rCR2 = rL + rds + rC

(13)

from which the operating point can be derived by setting the derivatives to zero and denoting the
circuit variables (i.e., voltages and currents) by capital letters yielding:

IL = Io Iin = ((rL+rd)Io+Vo+VD)
(Vin+(rd−rds)Io+VD)

· Io

Vo = VC

D =
√

2LIo
Ts

· Vo+VD+(rL+rd)Io
(Vin−Vo−(rL+rds)Io)(Vin+VD+(rd−rds1)Io)

(14)

The small-signal state space can be derived by linearizing the averaged state space in (13) by
applying the partial-derivatives-based method (cf. pp. 60, 61, [14]) at a certain operating point (14)
yielding (15):

dîL
dt = − A1

L îL − A2
L v̂C + A3

L v̂in + A4
L îo + Ve

L d̂

dv̂C
dt = îL

C − îo
C

îin = −B1R2 îL − B1v̂C + B1v̂in + B1rC îo + Ied̂

v̂o = v̂C + rCC dv̂C
dt

(15)
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where:

A1 = D(R2 − R1) +
2L

DTs

(
Vo+VD+(2R1−rC)Io
Vin−Vo−(R2−rC)Io

− R2 Io(Vo+VD+(R1−rC)Io)

(Vin−Vo−(R2−rC)Io)
2

)
A2 = 2LIo

DTs

Vin+VD+(R1−R2)Io

(Vin−Vo−(R2−rC)Io)
2

A3 = D + 2LIo
DTs

(
Vo+VD+(R1−rC)Io

(Vin−Vo−(R2−rC)Io)
2

)
A4 = 2LIorC

DTs

Vin+VD+(R1−R2)Io

(Vin−Vo−(R2−rC)Io)
2

B1 = D2Ts
2L

(16)

and:
Ve = Vin + VD + (R1 − R2)Io +

2LIo
D2Ts

(
Vo+VD+(R1−rC)Io
Vin−Vo−(R2−rC)Io

)
Ie = DTs

L (Vin − Vo − (R2 − rC)Io)

R1 = rL + rd + rC

R2 = rL + rds + rC

(17)

Figure 4. The power stage of the DDR-controlled buck converter in DCM.

2.3. Small-Signal Models of PCM-Controlled Buck Converter in DCM

The power stage of the PCM-controlled buck converter including the resistive load and the values
of components are given in Figure 5, where the power stage equals the power stage in Figure 4. The
generalized comparator equation for the second-order converters has been given earlier in (5), and the
inductor-current up and down slopes, which are valid for a buck converter, are given explicitly in (18).
According to (5) and (18), the corresponding unterminated duty-ratio constraints can be computed to
be as given in (19) and in (20), respectively:

m1 = 〈vin〉−R2〈iL〉−〈vC〉+rC〈io〉
L

m2 = R1〈iL〉+〈vC〉−rC〈io〉+VD
L

(18)

d̂ = Fm(îco − qL îL − qCv̂C − qinv̂in − qo îo) (19)
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where:

Fm = 1

Ts

(
Mc+

(Vin−Vo−(R2−rC)Io)(Vo+VD−DVin+(D′R1+DR2−rC)Io)
L(Vo+VD+(R1−rC)Io)

)

qL = 1 − DTs
L R2 +

D2Ts
2L(Vo+VD+(R1−rC)Io)

(
(R1 − R2)Vo − (R1 − R2)(2R2 − rC)Io

+ R1(Vin+(R1−R2)Io)(Vin−Vo−(R2−rC)Io)
Vo+VD+(R1−rC)Io

)

qC = −DTs
L (1 − D

2
(Vin+VD+(R1−R2)Io)(Vin+(R1−R2)Io)

(Vo+VD+(R1−rC)Io)
2 )

qin = DTs
L (1 − D

2 · 2Vin−V0+(R1−2R2+rC)Io
Vo+VD+(R1−rC)Io

)

qo = DTsrC
L (1 − D

2 · (Vin+(R1−R2)Io)(Vin+VD+(R1−R2)Io)

(Vo+VD+(R1−rC)Io)
2 )

(20)

 

Figure 5. The power stage of the PCM-controlled buck converter in DCM.

In Equation (20), R1 and R2 are defined in (17), and Mc denotes the inductor-current compensation
ramp in A/s. As discussed in the beginning of this section, the PCM state space can be obtained
from the DDR state space in (15) by replacing the perturbed duty ratio by (19). As an outcome of this
process, the small-signal state space valid for a PCM-controlled buck converter operating in DCM can
be given by:

dîL
dt = − A1+FmqLVe

L îL − A2+FmqCVe
L v̂C + A3−FmqinVe

L v̂in + A4−FmqoVe
L îo + FmVe

L îco

dv̂C
dt = îL

C − îo
C

îin = −(B1R2 + FmqL Ie)îL − (B1 + FmqC Ie)v̂C + (B1 − Fmqin Ie)v̂in + (B1rC − Fmqo Ie)îo + Fm Ie îco

v̂o = v̂C + rCC dv̂C
dt

(21)

where A1−4 and B1 are defined explicitly in (16) and Ve, and Ie in (17) as well as Fm, q1, qc, qin and q0

in (20), respectively.
The transfer functions representing the dynamics of the converter can be solved by applying

proper software packages such as, for example, MatlabTM Symbolic Toolbox. The symbolic-form
transfer functions representing the input-side dynamics (i.e., the control-to-input-current transfer
function, the output-current-to-input-current transfer function, and the input impedance) are
very long, and thus only the transfer functions representing the output-side dynamics (i.e.,
the control-to-output-voltage transfer function (Gco−o = v̂o/îco), audiosusceptibility (Gio−o = v̂o/v̂in),
and output impedance (Zo−o = v̂o/îo)) are given explicitly in this paper in (22).
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Usually, the DCM state spaces are given omitting all the parasitic circuit elements as a function
of M and K (cf. pp. 222–224, [14]). We will show later in Section 3 that the simplified transfer
functions do not represent correctly the dynamic behavior of the buck converter analyzed in this
paper, and therefore, they are not given here. We will use the simplified transfer functions, however,
in certain cases for providing better physical insight into the converter dynamics, when performing
approximate analyses.

The three transfer functions comprising the output dynamics of the PCM-controlled buck
converter in DCM are given in (22). The unterminated denominator (Δ) of the transfer functions
is given in (23). The load-resistor-affected denominator is given in (24):

ΔZPCM
o−o = sL+A1−A4+FmVe(qL+qo)

LC (1 + srCC)

ΔGPCM
io−o = A3−FmqinVe

LC (1 + srCC)

ΔGPCM
co−o = FmVe

LC (1 + srCC)

(22)

where the unterminated denominator Δ equals:

s2 + s
A1 + FmqLVe

L
+

A2 + FmqCVe

LC
(23)

As discussed in [11], the PCM-controlled converters are highly damped converters, which means
that the poles of the system are highly separated (i.e., the low-frequency pole (ωp-LF) lies close to origin,
and the high-frequency pole (ωp-HF) lies close to infinity). Thus the poles can be approximated from
(22) with quite high accuracy by utilizing the properties of a second-order polynomial, and the high
separation of the poles, which yield (Note: the last simplified terms in (24) are computed assuming
Mc = 0):

ωp-LF ≈ − A2+FmqCVe
(A1+FmqLVe)C

≈ − 1−2M
1−M · 1

ReqC

ωp-HF ≈ − A1+FmqLVe
L ≈ − D

M−D · Req
L

(24)

where M = Vo/Vin and Req = Vo/Io as well as D = M
√

K/(1 − M) and K = 2L/Ts/Req

(cf. p. 164, [14]).
Equation (24) shows explicitly that ωp-LF becomes an RHP pole, when M > 0.5 (i.e., the minus

sign becomes a plus sign), and it moves into higher frequencies in RHP, when M and D increases.
ωp-HF stays always as a left-half-plane (LHP) pole, because M ≥ D, and it moves towards infinity,
when M and D increases.

The full-order load-resistor-affected denominator can be given according to (25) but it does not
give enough information to understand the effect of the load resistor on the system poles:

s2(1 + rC
RL

) + s( 1
RLC + A1+FmqLVe

L + (A1−A4+FmVe(qL+qo))rC
RLL )+

A2+FmqCVe
LC + A1−A4+FmVe(qL+qo)

LCRL

(25)

Equation (26) is derived from (25) by omitting the parasitic circuit elements as well as by
transforming it into a more customary form according to [10]:

s2 + s

⎛⎝ 1
RLC

+
Req

√
K

1−M + 2FmVin

L

⎞⎠+
1

LC
(

Req

RL
+

1
1 − M

)

√
K

1 − M
+ 2FmVin(

1
RL

+ qC)) (26)
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from which the simplified system poles can be solved at fully resistive load (i.e., RL = Req) as:

ωp-LF ≈ −
1

LC ( 2−M
1−M )

√
K

1−M +2FmVin(
1

Req +qC))

1
ReqC +

Req
√

K
1−M +2FmVin

L

≈ −
(2−3M)D

(M−D)(1−M)
L

Req +
D

M−D ·ReqC
≈ − (2−3M)

ReqC(1−M)

ωp-HF ≈ −
(

1
ReqC +

Req

√
K

1−M +2FmVin

L

)
≈ −

(
1

ReqC + D
M−D · Req

L

)
≈ − D

M−D · Req
L

(27)

Equation (27) shows that the load-resistor-affected low-frequency pole moves into RHP, when
M > 2/3, which complies with the instability condition predicted by Equation (12) in Section 2.1.
The high-frequency pole equals the high-frequency pole in (24) and stays an LHP pole.

The load-resistor-affected denominator of transfer functions derived from the equivalent circuit
representing the dynamics of the buck converter in [11] is explicitly given in [10] as:

s2 + s
(

1
ReqC

+
Req(1 − M)

L(1 − 2M)

)
+

1
LC

· 2 − 3M
1 − 2M

(28)

from which the system poles can be approximated to be as:

ωp-LF ≈ − 2−3M
ReqC(1−M)

ωp-HF ≈ −( 1
ReqC +

Req(1−M)

L(1−2M)
) ≈ − Req(1−M)

L(1−2M)

(29)

When studying carefully the system poles in (29) then it is obvious that the high-frequency pole
becomes an RHP pole when M > 0.5, and the low-frequency pole becomes an RHP pole when M > 2/3.
In practice, this means that the converter should be unstable under resistive load already when M >
0.5 but the converter has not been observed to behave like that. This means that the modeling method
introduced in [11] does not provide correct second-order transfer functions.

The behavior of the system poles is presented in Table 1 in case of the converter in Figure 5, where
the high separation of the poles is clearly visible. In addition, the table shows that the instability
will take place already at the input voltage of 21.6 V, where M < 0.5 due to the contribution of the
power-stage losses. The determining factor in the appearing of the open-loop instability is that the
zeroth-order coefficients in (23) and (25) become negative, which indicates that one of the roots of (23)
and (25) lies in RHP. This happens, because the feedback gain qC (i.e., the output-capacitor-voltage
feedback gain) (cf. Equation (20)) is negative. Actually, the missing of the negative sign of the
first-order term indicates that the low-frequency pole is an RHP pole. It is obvious that the appearance
of the instability can be controlled by the inductor-loop compensation (Mc), which will reduce Fm

(cf. Equation (20)). This form of instability has not been reported earlier even if comprehensive analyses
have been performed, for example, in [12]. The reason for this is that the load resistor affects the
location of the poles as is visible in the load-resistor-affected poles given in (27) as well as in Table 1
(i.e., two right most columns) [17]. The investigations of this paper show that the load-resistor-affected
RHP pole appears in vicinity of M = 2/3 as discussed in [10–14] and derived explicitly in Section 2.1
(Equation (12)) and in (27). The power-stage losses will shift the appearance of the instability into an
operating point, where M < 2/3 as clearly visible in Table 1. The instability in vicinity of Vin ≈ 17 V is
also clearly visible in Figure 3 as the second-harmonic mode of operation.

The entries in Table 1 are computed by using the complete models. The coarsely approximated
load-resistor-affected system poles in (27) (i.e., the last terms) yield ωp-LF = −126 Hz and ωp-HF =

−307 kHz at the input voltage of 20 V. The coarsely approximated unterminated system poles in
(24) (i.e., the last terms) yield ωp-LF ≈ 0 Hz and ωp-HF = −307 kHz. These figures indicate that the
simplified models will not predict accurately the location of the system poles.
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The input-to-output transfer function (GPCM
io−o ) (known also as audiosusceptibility in [11]) in (22)

can be nullified by providing Mc such that A3 − FmqinVe = 0. The approximate value of Mc can be
computed to be:

Mc =
M(1 − M)

2 − M
Vin

L
(30)

which complies with the value given in [12] (note: the definition of Mc in [12] differs from the definition
of Mc in this paper; when the difference is taken into account, the values are equal).

Table 1. Behavior of the system poles (ωp-LF & ωp-HF) as a function of M and D with Mc = 0, Vo = 10 V,
and Io = 2.5 A.

Vin M D ωp-LF ωp-HF ωRL
p-LH ωRL

p-HF

50 V 0.2 0.117 −87 Hz −160 kHz −210 Hz −160 kHz
30 V 0.333 0.218 −56 Hz −188 kHz −180 Hz −188 kHz

21.6 V 0.463 0.344 1.2 Hz −233 kHz −123 Hz −233 kHz
20 V 0.5 0.388 10 Hz −253 kHz −67 Hz −253 kHz

17.5 V 0.57 0.489 114 Hz −311 kHz −12 Hz −311 kHz
17.2 V 0.58 0.505 133 Hz −323 kHz 5.7 Hz −323 kHz

2.4. Generalized Small-Signal Transfer Functions Applicable for Buck, Boost, and Buck-Boost Conveters

The set of PCM transfer functions, which are valid for the buck, boost, and buck-boost converters,
can be developed in a generalized form from the block diagrams presented in Figure 6 based on the
generalized duty-ratio constraints in (31). In Figure 5, the transfer functions denoted by the superscript
‘DDR’ corresponds to the set of transfer functions of the corresponding DDR-controlled converter. The
coefficients of (31) do not equal exactly the coefficients given in (20), because the output voltage is used
as such in computing the inductor-current slopes as Figure 6 explicitly implies. The coefficient Hsr

denotes a series resonant circuit, which is placed in the inductor-current feedback loop, for correcting
the high-frequency phase behavior of the transfer functions (cf. [4]). Hsr is given in (32), where
ωsr = 2π fs and ζ = 0.5 in case of buck converter. The series-resonant circuit in (32) differs significantly
from the series-resonant circuit utilized in [4], where ωsr = π fs and ζ = 0. The validity of the proposed
Hsr in case of PCM-controlled DCM buck converter is discussed in more detail in Section 3.

  
(a) (b) 

Figure 6. The control-engineering-type block diagrams for computing the general transfer functions
representing (a) the output dynamics, and (b) the input dynamics of the basic second-order converters
in DCM.
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The general set of transfer functions, which is valid for the buck, boost, and buck-boost converters,
can be given as shown in (33) (the output dynamics) and (34) (the input dynamics), respectively:
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where Lc and Lv denote the inductor-current and output-voltage loop gains (i.e., GDDR
cL−o and

GDDR
co−o denote the control-to-inductor-current and control-to-output-voltage transfer functions of the

DDR-controlled converter) given in (35):

Lc = FmqB
LHsrGDDR

cL−o

Lv = FmqB
o GDDR

co−o

(35)

and ZC denotes the impedance of the output capacitor, as well as A = 1, B = 0, and C = 0 for a buck
converter, and A, B, and C are defined in (36) for boost and buck-boost converters, respectively:

A = 1 − D2Ts

2L
(rL + rds) B =

DTs

L
Vin C =

D2Ts

2L
(36)

The duty-ratio constrains applicable for (32) and (33) can be obtained from (19) by setting rC = 0 as:

FB
m ≈ Fm

qB
L ≈ qL

qB
in ≈ qin

qB
o ≈ qC

(37)

as well as GDDR
cL−o and GDDR

co−o for computing GPCM
co−o in (33) can be given for a buck converter as:

GDDR
cL−o =

îL
îco

=
Ves

L(s2 + s A1
L + A2

LC )
GDDR

co−o =
v̂o

îco
=

Ve(1 + srCC)

LC(s2 + s A1
L + A2

LC )
(38)

where the coefficients A1,2 are given in (16) and Ve in (17), respectively.

3. Simulink-Based Model Validation

As stated earlier, the applied Simulink models for a buck converter are explicitly given in [27].
The principles of the frequency-response-measuring method is described in [22,23]. The method is
realized as a Simulink m-file for measuring the frequency responses from the switching models based
on Simulink. The pseudo-random binary-sequence technique [22,23], which is utilized in measuring
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the frequency responses, will produce increased distribution in the data points, when the injection
frequency approaches half the switching frequency [4]. The used component values are defined in
Figure 5 (Section 2.3). In the presented frequency responses, the inductor-current sensing resistor (Rs) is
assumed to be 1 Ω instead of 36 mΩ (cf. Figure 5) (note: Rs affects the gain of the control-related transfer
functions by multiplying the corresponding transfer functions with 1/ Rs [4]), and the inductor-current
compensation Mc = 0. As stated in [10,12], the inductor-current-loop compensation is not required
in a DCM-operated converter similarly as it is a necessity in CCM-operated converter, because the
absolute mode limit will take place in the boundary between the DCM and CCM operation, and the
DCM converter has to be designed accordingly. The converter in Figures 4 and 5 is designed to operate
in DCM up to D = 0.75 (i.e., Kcrit = D′ = 2L fs/Req = 0.25; cf. [11]).

3.1. Open-Loop Validation

Figure 7 shows the set of control-to-output-voltage transfer functions, where the simulated
transfer functions are denoted by dashed lines (i.e., unterminated: red and load-resistor affected: blue).
The solid black lines denote the predicted transfer functions, respectively. The operating point of
the converter corresponds to M = 0.5. The red responses in Figure 7 indicate that the unterminated
converter would be unstable in open loop due to the existence of an RHP pole (i.e., the zeroth-order
term in the denominator has become negative, which has caused a change of 180 degrees in the
phase behavior at the low frequencies). The dashed blue line (i.e., the load-resistor-affected response)
indicate that the load resistor has shifted the appearance of the RHP pole to the higher values of M
compared to the unterminated case. Figure 7 shows also that the simulated phase behavior deviates
from the averaged-model-based prediction as it does in PCM-controlled CCM converter as well [4].
The phase deviation starts already in vicinity of 10 kHz (i.e., at 1/10th of switching frequency). In CCM,
the phase deviation is observed to start at 1/5th of the switching frequency [4]. This kind of phase
deviation has not been reported earlier to take place in a PCM-controlled DCM-operated converter.
As Figure 7 indicates, the predicted and simulated responses match very well. The unterminated Gco−o

is solved computationally according to Gco−o = (1+ Zo−o/RL) · GRL
co−o by means of the corresponding

simulated responses (i.e., Zo−o and GRL
co−o) [4].

Figure 7. The control-to-output-voltage transfer function as unterminated (Gco−o) (red dashed line)
and as resistor-load-affected (GRL

co−o) (blue dashed line) at the input voltage of 20 V. The predicted
responses are denoted by solid black line and the simulated by dashed line, respectively.

Figure 8 shows the simulated (dashed red line) and predicted (solid black line) control-to-
output-voltage transfer functions, when the high-frequency extension (Hsr) in Equation (32) with
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ωsr = 2π fs (i.e., fs denotes the switching frequency) and ζ = 0.5 (i.e., ζ denotes the damping factor)
have been taken into account in the prediction.

Figure 8. The unterminated control-to-output-voltage transfer function (Gco−o) (measured: dashed
read line, predicted: solid black line) at the input voltage of 30 V. The high-frequency extension (Hsr)

(Equation (32)) is added into the prediction.

The match between the simulated and predicted responses is very good. In case of PCM control
in CCM, the ωsr = π fs and ζ = 0, respectively, for obtaining similar match between the simulated and
predicted responses as in [4].

Figure 9 shows the simulated (dashed lines) and predicted (solid black lines) output impedances
of the converter at the input voltages of 20 V (read color) and 30 V (blue color). The figure shows that
the average-model-based prediction matches well also at the high frequencies. The same phenomenon
takes place also in PCM-controlled CCM converter as shown in [4]. The absence of the excess phase
shift is caused by the output-terminal capacitor, which removes the internal high-frequency behavior
from the output impedance (cf. [4]). The open-loop instability at M = 0.5 is also clearly visible in the
output impedance. The output impedance can be measured directly even if the converter is loaded
with a resistor or whatever load impedance.

Figure 9. The output impedance (Zo−o) (measured: dashed lines, predicted: solid black line) at the
input voltage of 20 V (red color) and 30 V (blue color). The high-frequency extension (Hsr) (Equation
(32)) is added into the predictions.
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Figure 10 shows the comparison of the predicted frequency responses of the control-to-output-
voltage transfer functions when the predictions are based on the simplified models (solid lines:
20 V (red) and 50 V (blue)) and on the complete models (dashed lines: 20 V (red) and 50 V (blue)).
The responses show that both the models predict the responses with equal accuracy at high input
voltage but the prediction accuracy of the simplified model is quite poor at the low input voltages.

Figure 10. The predicted frequency responses of the control-to-output transfer functions at the input
voltage of 20 V (red lines) and 50 V (blue lines). The solid lines denote the responses predicted by
means of the simplified models and the dashed lines the responses predicted by the complete models.

3.2. Closed-Loop Validation

The output-voltage loop was designed to have the crossover frequency of 10 kHz and the phase
margin (PM) of 60 degrees by using Type-2 controller shown in (39). The controller design was
performed at the input voltage of 50 V. The controller zero (ωz) was placed at 1/

√
LC, and the

high-frequency pole (ωp) at π fs/4, which require to use the controller gain (Kcc) of 851,138 to obtain
the crossover frequency of 10 kHz, respectively:

Gcc =
Kcc(1 + s/ωz)

s(1 + s/ωp)
(39)

Figure 11 shows the simulated (dashed lines) and predicted (solid black lines) output-voltage loop
gains at the input voltage of 20 V (magenta color), 30 V (blue color), and 50 V (red color). The figure
shows also that the converter is stable at 20 V, because the crossover frequency is much higher than
the frequency of the RHP pole (cf. Table 1 for the low-frequency-pole locations). The figure shows
clearly that the crossover frequency and PM does not change along the changes in the input voltage.
This behavior is characteristic to the PCM control as discussed in [4]. Figure 7 indicates that the
control design can be performed by using the load-resistor-affected GRL

co−o, when the output-voltage
feedback-loop crossover frequency is placed at the frequencies of 1/10th of switching frequency or
higher. In case of output-current-feedback control, it is required to use unterminated models, because
the load resistor affects, especially, the high-frequency part of the transfer function as discussed and
demonstrated in [4,17].
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Figure 11. The simulated (dashed lines) and predicted (solid black lines) output-voltage loop gains
at the input voltage of 20 V (magenta color), 30 V (blue color), and 50 V (red color), respectively.
The high-frequency extension (Hsr) (Equation (32)) is added into the prediction.

4. Conclusions

The investigations of this paper show evidently that the method to model the dynamic behavior
of a PCM-controlled converter in DCM, which was published in 2001 [10], yields very accurate
predictions, when the parasitic circuit elements and the high-frequency extension proposed in this
paper are included. In addition, the investigations show that the phase behavior of the DCM-operated
PCM-controlled converter exhibits also excess phase shift at the high frequencies but the phase-shift
behavior differs from that of the CCM-operated converter [4]. In addition, the buck converter
will be unstable in open loop (i.e., an RHP pole appears), when M > 0.5, which differs from the
earlier predicted instability condition at M > 2/3. The stability can be ensured in closed loop by
designing the crossover frequency of the feedback control loop to be higher than the RHP pole.
The PCM-controlled DCM-operated converter does not need to be compensated either, because the
mode limit between the basic switching frequency and the second-harmonic modes of operation will
take place at the boundary between the DCM and CCM mode of operation. The mode limit will take
place, because the duty-ratio gain becomes infinite at the DCM-CCM-mode boundary similarly as the
CCM converter at D = 0.5 without the inductor-current-loop compensation. This paper proposes also
useful control-engineering-type block diagrams for solving the generalized transfer functions, which
are applicable for buck, boost, and buck-boost converters in DCM similarly as presented in [4,13,14]
for the PCM-controlled converters operating in CCM.
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Abstract: This study summarizes an analytical review on the comparison of three-phase static
compensator (STATCOM) and active power filter (APF) inverter topologies and their control schemes
using industrial standards and advanced high-power configurations. Transformerless and reduced
switch count topologies are the leading technologies in power electronics that aim to reduce system
cost and offer the additional benefits of small volumetric size, lightweight and compact structure,
and high reliability. A detailed comparison of the topologies, control strategies and implementation
structures of grid-connected high-power converters is presented. However, reducing the number
of power semiconductor devices, sensors, and control circuits requires complex control strategies.
This study focuses on different topological devices, namely, passive filters, shunt and hybrid filters,
and STATCOMs, which are typically used for power quality improvement. Additionally, appropriate
control schemes, such as sinusoidal pulse width modulation (SPWM) and space vector PWM
techniques, are selected. According to recent developments in shunt APF/STATCOM inverters,
simulation and experimental results prove the effectiveness of APF/STATCOM systems for harmonic
mitigation based on the defined limit in IEEE-519.

Keywords: FACTS devices; active power filter; static compensator; control strategies; grid-connected converter;
SPWM; SVM

1. Introduction

Electricity is an indication of comfortable life, and the demand for this energy source is increasing.
Development in power industries increases the number of linear and nonlinear loads in each system.
In nonlinear load conditions, many solid-state switching converters draw reactive power and
current harmonics from the AC grid. These nonlinear loads generate harmonics, which produce
disturbance and directly influence human life. Nowadays, each piece of equipment, power system,
and service, such as furnaces, computer power supplies, communication systems, renewable energy
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systems, electrical power generations, and high-voltage systems, requires a continuous power supply.
Researchers and different power companies are continuously exploring solutions to power quality
problems [1], such as harmonics, system imbalance, load balancing, excess neutral current, and power
system grid intrusions. Evidently, the increasing demand for nonlinear loads produces harmonics
in the power system, thereby resulting in poor power quality. Flexible AC transmission system
(FACTS) devices, such as static compensators (STATCOMs) and active power filters (APFs), are the
most dominant technologies available for industrial and commercial purposes and are deemed the
solution to this power quality problem [2–4].

In the past, harmonic grid problems were solved using passive filter (PF) devices [5]. These filters,
together with low-cost solutions for power quality issues, are considered the initial stage of development
in mitigating current harmonics [6,7]. APFs are considered the second stage of development and
an effective solution to overcome the limitation of PFs. However, the size, cost, and rating of APFs
are considerably increased by the increasing demand for power system capacity [8,9]. To overcome
the issues of shunt APFs, a third stage of development consists of hybrid power filter (HPF) devices,
which comprise hybrid combinations of PFs with shunt APFs [10]. Furthermore, HPF technology
is evaluated in the fourth stage of development as a unified power quality conditioner (UPQC) [11].
Previous research [12,13] on power quality improvement has led to important developments in FACTS
devices, namely, the static volt-ampere reactive (VAR) compensator (SVC), dynamic voltage restorer (DVR),
and distribution STATCOM (DSTATCOM) [14–16]. Such improvements compensate for the mitigation
problems related to power quality, including poor load power factor, load harmonics, imbalanced load
conditions, and DC offset in loads.

Many shunt APFs are impractical for use for high-power-rating components.
Therefore, transformerless and reduced switch count topologies are the leading technologies in
power electronics that aim to reduce system cost and concurrently provide such benefits as small
volumetric size, light weight, remarkably compact structure, and high reliability. Modern APF topologies
are rapidly replacing the standard ones because of their effective performance, efficient response,
and favorable cost and size attributes. Nevertheless, reducing the number of power semiconductor devices,
power conversion circuits, sensors, and control circuits requires complicated control strategies [17,18].

Despite the importance of decreasing the number of power components, no study focuses on
reduced switch count topologies and complex control strategies in shunt APFs and STATCOMs [19].
The present study focuses on the comprehensive review of advanced reduced switch count
topologies, specifically SAPFs and STATCOMs, control schemes for reconfigurable voltage-fed-type
inverters (VSIs). The control structures and possibilities of implementing grid-connected power
converters in different reference frames are discussed and compared. Furthermore, the overview of
the complete control schemes and enhanced control strategies, including the most appropriate control
strategies, such as sinusoidal pulse width modulation (PWM) and space vector PWM techniques,
are presented. Comparisons and characteristics of operating reduced switch and leg count VSIs are
concluded according to a well-surveyed literature summary. Finally, a summary and recommendations
for future research are highlighted.

2. Harmonics and International Standards

The amount or penetration of harmonics had previously been largely increasing, thereby affecting
the performance and efficiency of the system [20]. Harmonics are generated in the system because
of non-linear or critical loads. Harmonics exist in a power grid or power distribution network in
the form of series and parallel resonances generated by harmonic current loads, which increase the
source voltage and current total harmonic distortion. However, modern technologies in power quality
improvement mitigate current, voltage, active and reactive power, voltage zero-crossing, and other
issues, such as harmonics, voltage sags and swells, notches and flickers, spikes and glitches, and voltage
imbalance [21].
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Harmonic sources are generally classified into two types on the basis of system impedance,
namely, current and voltage types [22]. A diode rectifier with smoothing inductor is categorized as
a current harmonic source because it produces the current harmonics at the source side, which is
the input of the rectifier. A diode rectifier with smoothing capacitor is a voltage harmonic source,
which is affected by the AC-side impedance and generates harmonics at the output of the inverter.
Two international standards of IEEE-519, namely, IEEE Recommended Practices and Requirements
for Harmonic Control in Electrical Power Systems and IEC 61000-3-2 [23,24], provide limitations
and guidelines for manufacturers and power utility companies that are connected to the power grid.
These standards address harmonic issues, such as current harmonics, power quality, grounding,
and voltage harmonics.

3. Methods for Mitigating Harmonics

Different methods are adopted to mitigate harmonic contents in power grid-connected APF
systems [25]. PFs, APFs, and STATCOMs are improved technologies that solve harmonic power
quality problems [26].

3.1. Shunt PFs

PFs were introduced to mitigate harmonic compensation as an initial solution to power quality
issues in the power distribution network. This technology presents a simple economical solution
that consists of different series and parallel combinations of inductors, capacitors, and damping
resistors [27]. Figure 1 shows the commonly used PF configuration [28].

Figure 1. PF structures: (a) single-tuned; (b) first-order high-pass; (c) second-order high-pass; (d) LCL;
and (e) LLCC filters.

Each operation is influenced by the fundamental source impedance. The filtering characteristics
depend on the values of the inductance and capacitance sets. The operation is tuned according to
the required harmonic order, such as first, second, and third order, to track the requisite harmonics.
Studies have presented many PF design techniques, such as series, shunt, single-tuned, double-tuned,
low-pass, high-pass, bandpass, LCL and LCC filters. The PF configurations are installed in series with
the power distribution system to provide high impedance and cancel the flow of harmonic current.
PFs are generally coupled with a thyristor-controlled reactor to improve harmonic mitigation and
reactive current component compensation. Some of the key practical limitations are as follows:
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- PFs require a separate filter for each harmonic current, and their filtering range is limited.
- PFs allow only one component (either a harmonic or a fundamental current component) to pass

at a time.
- Large amounts of harmonic current saturate or overload the filter and cause series resonance with

the AC source, thereby resulting in excessive harmonic flow into the PFs.
- PFs amplify source-side harmonic contents because of the impedance in the source of parallel

and series negative resonances between the grid and the filter [29].
- The design parameters of PFs in an AC system depend on the system operating frequency,

which changes around its nominal value according to variable load conditions.
- PFs only eliminate frequencies to which they are tuned, thus resulting in limited compensation,

large size, and tuning issues.

3.2. Shunt APFs

APFs were introduced and investigated as a solution to the limitations of PFs. An APF consists of
an active switching device and passive-energy storage devices, such as inductors and capacitors,
which provide superior compensation characteristics, including voltage and current harmonics,
voltage imbalance compensation for utilities, and current imbalance compensation for consumers.
APFs mitigate reactive power, neutral current, changing line impedance, frequency variation, voltage
notch, sudden voltage distortion, transient disturbance, and voltage balance and improve the power
factor of voltage and current in medium-power systems [30].

Different APF topologies and control methodologies have been proposed and progressively
investigated as a perceived solution to critical issues in high-power load applications [31,32]. APFs are
classified into many categories in accordance to subsequent measures. The circuit structure of an APF
commonly includes a voltage-source PWM inverter with a DC-link capacitor. Evidently, current-source
APFs are superior in terms of compensating current dynamics. However, voltage-source APFs perform
better than current-source APFs in terms of filter losses and PWM carrier harmonic reduction. Table 1
shows the survey results for shunt and series APFs [11].

Table 1. Comparison of active power filters (APFs) in power quality improvement techniques.

Category Shunt APF Series APF

Connection with system Parallel with distribution system Connected in series with distribution system

Action Current source Voltage source

Filter rating

Voltage rated at full load rating
Current rating comprises partially
harmonic and partly reactive
current components

Current rated at full load rating
Voltage rating is partially compensated
voltage component

Functioning
Harmonic load current filtering
Compensation for reactive current
Mitigation of current unbalance

Mitigation of voltage harmonics, sag, and swells
Mitigation of current harmonics
Compensation of reactive current
Mitigation of current unbalances

Characteristics
of compensation

Source impedance exerts no effect
on compensation for current
source loads.

Source and load impedance exert no effect on
compensation for voltage source loads.

Application
Injected current may cause excess
current when applied to a voltage
source load.

A low-impedance parallel branch (for improvement of
power factor) when working with current source load

Load considered
Nonlinear/inductive current
source loads or harmonics
containing current source loads

Nonlinear/capacitive voltage source loads or
harmonics containing voltage source loads

The basic compensation principle of shunt APFs is eliminating the current harmonics generated by
critical loads. Generally, APFs are installed in a shunt position near the nonlinear load to compensate
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for the effect of harmonic nonlinearity [33]. APFs eliminate harmonics by injecting reactive or
compensating current at the point of common coupling (PCC) into the power network. Each APF
generates inverse harmonics as a mirror image to the nonlinear load harmonics, thereby canceling the
harmonics and leaving the fundamental component to make the source current purely sinusoidal, as
depicted in Figure 2 [28].

Figure 2. Basic compensation principle of the SAPF.

3.3. STATCOM

FACTS devices are increasingly required in modern transmission systems for high-power
transfers [34]. Two types of FACTS devices, namely, SVCs and STATCOMs [35], can restore active
power current and dynamic reactive power compensation [36]. These devices consist of the modular
unit of the voltage source converter (VSC) equipped with insulated-gate bipolar transistors (IGBTs)
for rapid switching and controlling using the PWM scheme. A STATCOM is a shunt device that is
connected with PCC to provide voltage support and active and reactive power, increase transient
stability and improve damping. A brief detailed classification of the FACTS devices is shown in
Figure 3 [37,38].

At the distribution level, STATCOM devices are operated as an active filter to achieve harmonic
filtering, power factor correction, neutral current compensation, and load balancing [39]. APFs are
an advanced technology that offers faster dynamic response, smaller size, lower system cost, and higher
performance under low-voltage oscillations than SVC devices. Energy storage devices improve
power quality and provide rapid controllable transient response to the bus voltage by injecting or
absorbing the corresponding amount of reactive power into or from the system. Such devices maintain
the minimum values of amplitude, phase, and frequency to control voltage flickers during fault
events. In addition, the inconsistent flow of reactive power between the supply power grid and the
loads is prevented [40]. Table 2 presents the best available solution for the specific compensation
challenges [41–43].
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Figure 3. Overview of the major FACTS devices.

The following sections discuss the high penetration of renewable energy sources in the electrical
power grid system for reactive power compensation and harmonic mitigation problems.

3.3.1. Multilevel PV-STATCOM Applications in Grid-Connected Systems

The conventional two- and three-level inverter configurations are not suitable for photovoltaic (PV)
applications in high-power-rating systems [44,45]. Many configurations are inefficient in harvesting
maximum power, have a low utilization factor, and require a large AC filter at the output for high
power quality. A grid-connected solar PV power conditioning inverter conventionally requires
a transformer for galvanic isolation to match the grid voltages with the inverter output. The concept
of PV-STATCOM systems is required to regulate real and reactive power through the converter and
mitigate the limitations of conventional PV inverters [46]. The cascaded H-bridge (CHB) inverter
in multilevel PV-STATCOMs is an advanced configuration for high-solar-power applications and
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has isolated input DC sources and no additional DC power source requirement for STATCOM
devices [47,48].

Table 2. Comparison of the advanced technology solution for the reactive power compensation challenges.

Technology MSC(DN)/MSR SVC
SVC PLUS

(STATCOM)
Hybrid STATCOM

Synchronous
Condenser

Application Compensation of
predictable load

Fast dynamic
compensation and
voltage recovery
during faults

Fast dynamic
compensation and
voltage recovery
during faults

Fast dynamic
compensation and
voltage recovery
during faults

Provision of
short-circuit
power, inertia,
dynamic
compensation,
and voltage
recovery
during faults

Switching Limited switching only Unlimited switching Unlimited switching Unlimited switching Continuous
operation

V/I
characteristic No response Good

overvoltage performance
Superior under
voltage performance

Superior under
voltage performance

Good
overload capability

Control range Adjustable by MSC
and MSR ranges

Adjustable by
branch ranges

Symmetrical output:
Adjustable range

Unsymmetrical output:
Adjustable range

Adjustable by
generator size

Redundancy No inbuilt redundancy Inbuilt redundancy in
thyristor valves

Inbuilt redundancy
in power modules

Inbuilt redundancy in
power modules and in
thyristor valves

Depending
on solution

Harmonics Susceptible
to harmonics

TCR is source of
harmonics—AC
filters required

Harmonically
self-compensated—no
filters required

Harmonically
self-compensated—no
filters required

Not susceptible
to harmonics

Response time 2–5 cycles, depending
on breaker 2–3 cycles 1.5–2 cycles 1.5–2 cycles seconds

Operation
and maintenance

Very low, depending
on breaker

Low, primarily visual
inspection

Very low, primarily
visual inspection

Very low, primarily
visual inspection

Low, inspection
every 3–4 years

Losses at 0
MVAR
output power

0% 0.3% of the rated output
power

0.15% of the rated
output power

0.15% of the rated
output power

~1% of the rated
output power

Availability >99% >99% >99% >99% >98%

In the study of [49], a PV inverter operated as a STATCOM for the optimal use of the system,
provided active power during daytime, when solar energy is available, and provided reactive
power when irradiation was low. Similarly, in several studies, PV inverters operated as STATCOMs
during daytime to provide the reactive power compensation in a distribution utility network [50,51].
However, the performance of the system depends on the rated capacity of the inverter, the constant
DC-link voltage, and the maximum power point (MPP) instant time tracking in the distribution utility
network [52]. In the study of [53], a PV-STATCOM was adopted with active power filtering against
power quality issues in the PV system, such as transient voltages, voltage flickering, and harmonics.
Therefore, a PV-active filter-STATCOM is designed for harmonic mitigation and continuous regulation
of reactive power for grid applications.

In the study of [54], a SHAPF based on a cascaded H-bridge multilevel inverter (CHB-MLI) was
tested for high-power PV applications with reduced filter size, maximized PV cell power extraction,
and improved utilization factor through reactive power compensation. With advanced level controls,
the PV-STATCOM system can be adopted for active filter applications. Furthermore, PV-STATCOM
inverters improve the stability of voltage-sensitive loads during grid fault conditions [55]. In the study
of [56,57], a PV-STATCOM without a DC–DC converter was tested; reduced switch count configurations
controlled the DC-link voltage through the operation of STATCOM, and the PV-STATCOM system
improved the utilization factor and power quality by compensating the reactive power reference in
the range of 0–1 P.U. with reduced system size and cost. In study [58] emphasized the necessity of
multifunction PV inverters and different active and passive controls in resolving power quality issues.
Furthermore, three different controls, namely, abc, d–q, and alpha–beta controls, were discussed
with a comparison of suitable topologies on the basis of consumer applications [59]. A brief
review of anti-islanding techniques and power quality issues were discussed in the study of [60].
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A comprehensive review of power quality, stability, and protection and the negative impacts of PV
systems due to voltage parameter control and static compensation techniques in the power distribution
grid were discussed in the studies of [61,62]. Meanwhile, [63] investigated a CHB-based inverter and
modular multilevel converters for STATCOM applications and compared reactive power controls for
large PV applications [64].

Independent DC links make CHB-based inverters a suitable candidate for PV and STATCOM
applications because of the following advantages: (a) a small filter produces low THD; (b) an output
transformer is unnecessary because of the increased number of modules, which extend the output
voltage level with low rating; (c) the cost and size of the power components are reduced by the
low-voltage-level operation; (d) the cost and size of the power components and auxiliary equipment are
reduced because the voltage levels in each module are low. A modified selective harmonic elimination
PWM (SHE-PWM) technique was discussed in the study of [65] for a transformerless STATCOM that
was tested using the CHB configuration for grid applications [66,67]. The independent DC-link sources
in PV-STATCOM applications reduce system cost. Therefore, the CHB-MLI multilevel configuration
with phase-shifted modulation techniques is suitable for large-scale systems [68]. An advanced
selective swapping scheme was adopted in a 154-kV 21-level CHB inverter-based STATCOM system
to reduce the issue of DC ripple voltage [69].

In the study of [70,71], a sinusoidal voltage waveform was achieved using SHE-PWM.
Furthermore, in the study of [72], the sensors at the DC-links were eliminated by adopting the control
due to the nonlinear parameter uncertainties presented for the CHB-MLI in the study. Zero-sequence
voltage and negative sequence current schemes were tested under one- and two-line faults for
a CHB-based STATCOM to reduce switching losses [73]. Another active power balance control scheme
was tested to regulate the reactive power for a CHB inverter; the positive- and negative-sequence
control components were monitored for DC-link voltage balance under the balanced or imbalanced
conditions of the grid voltage [74]. Therefore, a PV-STATCOM inverter operates on two AC-source
controllers at the same frequency level. The sources with high voltage amplitude provide reactive
power to the other sources. In this study, the magnitude of the inverter output depends on the reference
reactive power signal. Similarly, the sources with leading phase angle provide active power to the
other sources. In conclusion, the STATCOM can be used to eliminate harmonics and compensate for
lagging and leading VAR.

STATCOM devices aim to provide rapid load voltage regulation along the controllable exchange
of reactive power in the system, as well as achieve power quality improvement, reactive power control,
voltage regulation, power swing, and improvement of transmission line capacity during power
system faults [75]. However, many other power converters, such as DSTATCOMs [76], UPQCs [77],
and DVRs [78], also eliminate harmonics and imbalance issues in the generation and utilization
of the system [79,80]. A DSTATCOM is a synchronous voltage generator or a static synchronous
compensator with a coupling transformer, an inverter, and an energy storage device similar to that of
the configuration of a STATCOM. The DSTATCOM injects or absorbs uninterrupted capacitive and
inductive reactive power into or from the distribution system [81].

The AC-controllable VSC can be used as a multifunction STATCOM with modified control
structure to provide harmonic elimination, reactive power, and load imbalance compensation under
nonlinear loads and non-ideal main voltage conditions. The potential applications of STATCOM
devices such as APFs, are tested for active power filtering, and reactive power supplies are considerably
attractive to distribution engineers [82]. Table 3 demonstrates reactive power-compensating devices
against various control parameters that are related to the said devices [83,84]. These parameters are
automatic voltage control, STATCOM, SVC and thyristor-controlled series capacitor.
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Table 3. Comparison of control parameters affected by reactive power-compensating devices.

Parameters Static Capacitors Capacitor & Reactor Bank AVC STATCOM SVC TCSC UPFC

Reactive power ** *** ** **** *** ** ****

Active power ** ** * * **

Voltage stability ** ** ** **** *** *** ****

Voltage control ** ** ** **** *** ** ****

Flicker control * **** *** ****

Harmonic reduction * ****

Power flow control *** ****

Oscillation damping * *** ** *** ****

High number of “*” is preferred.

3.3.2. Wind Turbine STATCOM (WT-STATCOM) Applications in Grid-Connected Systems

The evolution of power electronic technology has created two generation of FACTS devices in
wind farms. These devices are classified into two generations, namely, the old thyristor-type and the
advanced VSC-type [38,85], and are used to mitigate voltage instability, reactive power problems [86],
and harmonic distortion to improve the power quality of the network [87].

The thyristor-based FACTS devices in wind farms are SVCs. The main structure of the SVC
consists of capacitors and inductances that are controlled by thyristors. The STATCOM consists of
a main component of modular VSC, which is equipped with IGBTs that are controlled by PWM.
Figure 4 shows the structure of an induction generator-based wind turbine and a STATCOM that
is connected to a grid and a wind turbine terminal [88]. A coupling transformer is installed to
provide galvanic isolation and to control the flow of reactive power during steady- and transient-state
conditions [88]. With these modified control strategies, the STATCOMs are superior to other mitigation
methods, such as SVCs and series-saturated reactors during normal and transient conditions [89].

Control
system

Wind turbine

C

VSC

VPCC

XL

Vgrid

zf

Vdc

zs

V, Is

ISTATCOM

Capacitor Inductor

VPCC

Transformer 

Grid

STATCOM

Figure 4. The structure of the WT based FSIG connected to STATCOM.

An energy storage system (ESS) with STATCOM provides a new robust decentralized control
operation for high-wind-power applications [90]. The controller operates on the linear quadratic
output–feedback method and provides a promising solution for high-wind-power systems [91].
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Another robust STATCOM control was presented [92], and it controls the active and reactive
power and pitch angle of wind turbine induction generators for improved low-voltage ride through
(LVRT) capability. The limitation of this control is the enhanced torque produced inside the induction
machine, which produces a high maximum torque and stresses the drivetrain during fault recovery.
Therefore, an advanced indirect torque control (ITC)-based control is used to limit the maximum
torque of the STATCOM controller [93].

In another study [94], the STATCOM and SVC were compared in terms of LVRT development.
The STATCOM, which is 15% cheaper than the SVC, is the more economical solution. In conclusion,
SVC devices have limited capabilities at low voltage levels. However, advanced STATCOMs can
maintain reactive power output over a wide range of voltages with a smaller structure and faster
control response than SVC [94].

Generally, a STATCOM FACTS device is installed for an entire wind farm [86,95], multilevel
full H-bridge whereas an SVC-type thyristor-controlled resistor (TCR) device is installed for a single
wind turbine. Besides reactive power regulation, these FACTS devices provide isolation and firewall
protection to wind turbines against the effects of grid disturbances and connect the wind turbines with
low X/R ratio or weak grids [96]. A study [97] therefore used a hybrid electrolyser and fuel cell system
to control the ramp rate of wind turbine power and enhance the voltage quality at the PCC. The system
stopped the inrush power flows in the electrolyser and the fuel cell path by controlling the frequent
start-up and shutdown of the fuel cell stacks, which are effects associated with the grid-connected
wind farms. STATCOM-based control methods [98] are adopted to regulate grid reactive power and
maintain a suitable level of voltage sag on the grid and prevent the wind turbine from disconnecting
from the grid during faults. The unified power flow controller is one of the most advanced FACTS
devices used in wind applications and consists of two power converters. One converter controls
as a STATCOM and the other operates as a static synchronous series compensator to control power
flow with the limitation of high cost [99,100]. During grid faults, the reactive power demand can
be compensated by an external dynamic STATCOM and an ESS [101], such as hybrid battery–super
capacitor energy storage [102]. The ESS system with STATCOM provides a promising solution for
wind power system applications [91].

4. Standard Classification of Shunt APFs

Generally, APFs are classified into two categories, namely, DC and AC power filters. DC–APFs are
designed with a thyristor configuration for high-power drives [55] and high-voltage DC systems.
An AC–APF configuration consists of active solutions, such as active power quality and line
conditioners and instantaneous reactive power compensators for current and voltage harmonics.
Shunt APFs are classified under three categories, namely, topology-, converter-, and phases-type
configurations. Topology-type filters can be delegated as shunt, series, and hybrid APFs (HAPFs),
as shown in Figure 5.

Converter-type filters are classified as VSI and current-fed-type inverters (CSI). Figure 6a illustrates
the configuration of the CSI–APF, a bridge structure topology that consists of a diode that is connected in
series with a semiconductor self-commutating switching device (IGBT) [28]. The diode is used for reverse
voltage blocking with the interfacing DC energy storage inductor in the system. This topology shows high
value losses and requires high-value installed AC power capacitors. Furthermore, the dynamic response
time is slow, and additional complex control is required to regulate the harmonic current.
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Figure 5. Hierarchical structure of APF classifications.

Figure 6. (a) Current-fed- and (b) voltage-fed-type inverters.

The VSI–APF is illustrated in Figure 6b. This inverter is installed at the load tail in the power
network and fed from the energy storage capacitors. This category is more widely used than
CSI–APFs and present advantages on PWM–CSI, such as easy installation, simple circuit, low
cost, and convertibility to multistep versions with low switching frequencies. These inverters
are generally used to eliminate current harmonics, compensate reactive power, and improve
imbalanced current. The load phase-type connection is contingents upon three configurations, namely,
two- (single phase), three- (three-phase without neutral), and four-wire (three-phase with neutral)
configurations [103]. Furthermore, in terms of connections with main power systems, VSIs are divided
into three configurations, namely, series, shunt, and arrangements of series and parallel as UPQC [58].

Figure 7a shows series APF topology [104]. The PWM waveform is injected in the system on
an instantaneous basis to maintain a pure sinusoidal voltage waveform across the load. A matching
transformer is used near the load end to eliminate voltage harmonics. This transformer balances
the load terminal voltage and reduces the negative sequence voltage helping in controlling the
voltage regulation and harmonic propagation caused by resonance in three-phase electric utilities.
This configuration is less used in the industry than other configurations to address the limitation
of handling high load currents, high system current ratings, losses, and filter sizes. Table 4 shows
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a critical technical and economic comparison of the power quality improvement techniques found in
cited publications regarding shunt APFs [105].

Figure 7. (a) Series and (b) hybrid APFs.

Table 4. Comparison of APFs in terms of power quality improvement techniques.

Attributes
Types of Filter

Passive Filter Active Filter Hybrid Filter DSTATCOM UPQC

Reactive power compensation Poor Good Good Excellent Excellent

Harmonic suppression Fixed Adjustable Fixed Adjustable Adjustable

Resonance May exist No No No No

Load compensation Not provided Not provided Not provided Excellent Good

Power rating of power converter - High small Highest small

Power converter switches - 6 4, 6 4, 6, 12 4, 6, 8, 12, 18, 24

Total cost Lowest High Moderate High Highest

Cost depends upon the amount of switches.

Shunt Hybrid APFs

HAPFs are low-cost systems that compensate harmonic and voltage regulations. Such a system is
a combination of passive and active filter devices, as depicted in Figure 5b. HAPFs are arranged into
three topology configurations, namely, the combinations of parallel APF with shunt PF, series APF
with shunt PF, and APF in series with shunt PF, as shown Figure 8a–c. In the series APF with shunt
PF, the active filter is connected across the series to provide high impedance and isolation path for
the harmonics to follow in the shunt PF. This configuration is commonly tested in medium-voltage
level systems to provide reactive power, voltage harmonic compensation, and three-phase voltage
balancing [106].

Figure 8. Cont.
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Figure 8. (a) Shunt APF with shunt PF; (b) Series APF with shunt PF; and (c) APF connected in series
with shunt PF.

Table 5 summarizes the utilization of shunt APF and HAPF configuration for specific
applications [11]. In the shunt APF with shunt PF configuration, both components are connected in
shunt position to the main power supply. The shunt APF cancels the low-order current harmonics
left by the shunt PF. Both systems are used to eliminate the fundamental reactive power and
high-order load current harmonics in high-power systems. Nevertheless, such a system uses a large
amount of passive components. Thus, this system is limited to single-load system applications.
The series-connected APF with shunt PF is used in medium- and high-voltage applications, in which
the DC-link voltage is maintained constant by the APF circuit. Moreover, PFs maintain the fundamental
voltage component of the grid to a minimum value to reduce system size, cost, and voltage stress on
active switches during filtering [107].

Table 5. Selection of shunt and hybrid APFs for specific applications.

Number Application Types of Filter

Series
Active Filter

Shunt
Active Filter

Hybrid Filter
(Active Series and

Passive Shunt)

Hybrid Filter
(Active Series and

Active Shunt)

1 Voltage harmonic compensation * * *

2 Voltage flicker reduction * * *

3 Removing voltage sags * * * *

4 Improving voltage regulation * * * *

5 Reactive power compensation * * *

6 Current harmonic compensation * * *

7 Neutral current compensation * *
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Table 5. Cont.

Number Application Types of Filter

8 Improving load balancing *

9 (1 + 4) * *

10 (1 + 2 + 3 + 4) * *

11 (1 + 4 + 5 + 6) * *

12 (1 + 5) * *

13 (5 + 6) * * *

14 (5 + 6 + 7 + 8) *

15 (5 + 6 + 8) * *

16 (6 + 8) *

17 (5 + 7 + 8) *

“*” indicates the filter system can preform the mention operation.

Circuits are further classified into three additional categories on the basis of the number of phase
configurations, namely, single-phase two-wire (1P2W), three-phase three-wire (3P3W), and three-phase
four-wire (3P4W) systems [108]. These circuit categories are applied at high frequency in low-,
medium-, and high-power systems, respectively [68,109]. 1P2W filters are further classified as
passive–passive [69], passive–active [70], and active–active systems [71,110,111]. Similarly, 3P3W
filters are divided into passive–passive [72], passive–active [73], and active–active systems [67].
Finally, 3P4W filters are further classified as passive–passive, passive–active, and active–active
systems [67,112]. Operating a three-phase power supply in a single-phase load system results in
imbalanced neutral current and reactive power load problems. Therefore, many limitations are
addressed by the four-wire hybrid configuration. However, the capacitor midpoint switch type is
adopted for low-rating applications and the four-leg switch type is for controlling the neutral in the
HAPF applications. Some of the practical limitations of shunt APFs are as follows:

- The initial installation cost is high.
- The control structure and design are considerably complex. Moreover, the increased harmonics

and losses complicate filter control.
- With rapid dynamic current response and high-power rating system demand, the APF presents

a design trade-off.

5. Advanced Classification of APF/STATCOM

Cost reduction is an important aspect in designing power converters, particularly in
low-power-range industrial applications, such as power filters, variable-speed motor drives,
uninterruptible power supplies, and static frequency changers [113]. Table 6 shows the results of
testing a reduced number of power converters or inverters for minimizing losses and increasing
system feasibility [114–117]. Moreover, the attributes and parameters of different DC–AC inverters
are compared. On the basis of the total number of switches or reduced switch count configuration,
modified APF inverters are classified as AC–AC power converter, parallel inverter, and split DC-leg
inverter topologies.
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Table 6. Comparison of different DC–AC power inverter topologies.

Topologies
Electrical
Isolation

Efficiency
(%)

Advantages Disadvantages

Single bus inverter with
two paralleled half bridge No - -Minimum component count -Large dc filter components

Dual bus inverter with two split half
bridge single No - -Reliability and flexibility -High component count

phase 3 wire inverter Yes - -Small passive component -Complex control; for
non-isolated circuit

Dual phase inverter with transformer Yes - -Boosting capability -Higher cost and size

Three-phase PWM inverter Yes ~98% -Simple design and control -

High frequency link inverter Yes ~96% -Boosting capability -Highly complex; higher cost
and size

Z source inverter No ~98%
-Boosting capability; save
cost, no need for extra
dc/dc converter

-Complex control; current
stress is high

LLCC resonant inverter No ~95% -Lower current ripples; soft
switching techniques

-Low power density; needs
large volume and weight of
resonant filter
magnetic components

5.1. AC–AC Power Converter Topology

Figure 9a illustrates the system configuration of 3P3W AC–AC APF power converter topology
that is connected with the distribution network and three-phase nonlinear harmonic-producing loads.
The H-bridge converter circuit, represented by “H” is connected with a single DC-link capacitor
(Cdc) [118,119]. This circuit consumes different numbers of switches installed in series and shunt and
hybrid combinations of SAPF systems. The compensating current is injected into the AC distribution
network at the PCC by coupling AC inductors or transformers [120]. The 3P3W AC–AC APF–VSI
configuration consists of six and nine semiconductor devices, compared with the twelve switches in
the conventional circuit [121–123]. The H-type APF topology, together with the DC-link capacitor,
successfully reduces heavy switching power loss and minimizes voltage stress on active switches.
However, this topology exhibits drawbacks in the form of DC-link voltage imbalance and minimum
adept DC-link voltage [124].

(a) 

Figure 9. Cont.

119



Energies 2018, 11, 1491

(b) 

Figure 9. (a) AC–AC inverter topology and (b) control block of the proposed hybrid power filter based
on SSTL inverter.

A six-switch inverter circuit, which consists of a two-leg inverter coupled with a single DC-link
capacitor, is presented [125]. The number of semiconductor devices is reduced from a two-leg
nine-switch inverter to a low-cost two-leg six-switch inverter circuit. The six- and nine-switch APF–VSI
is connected in series with two passive LC filters in shunt position to the AC power transmission
line without installing any matching transformer. The improved compact circuit design displays
higher compensation results than the conventional 3P3W APF–VSI. A combination of feedback and
feed-forward control loops is adopted as an advanced control scheme [126,127]. Figure 9b illustrates
the control block diagram, which controls each unit and consists of three subsystems [128], which are
a top and a bottom inverter unit and a shared control unit. Each PF is tuned at different harmonic
frequencies to mitigate the 5th and 7th harmonics at the top inverter and the 11th and 13th harmonics
at the bottom inverter. This PF also maintains the balance of DC-link voltage compensation. To reduce
the DC-link current through the DC side of the system, a capacitor is installed between the DC-link
poles and the PCC [129]. However, the shared control unit operates with PLL scheme, which consists
of a simple and robust voltage pre-filter. This unit generates a quasi-square wave, thereby proving its
advanced compensation and harmonic contents compared with those of conventional APF systems.
Additionally, the H-bridge modular structure type reduces manufacturing cost and presents rapid
production rate and high reliability. The controller should track a single capacitor voltage, thereby
reducing the complexity of the voltage regulation, and requires additional voltage sensors in terms of
multilevel inverter configurations [130,131].

5.2. Parallel-Inverter APF Topology

A dual-hybrid converter stage or parallel-inverter topology is depicted in Figure 10 [132].
In this topology, the rectifier and inverter are coupled with a parallel DC-link storage device in
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the APF topology but maintains a large number of switching devices. The conventional coupled
back-to-back H-bridge inverter is a well-established, low-voltage configuration used in many industrial
applications [133,134]. This inverter usually consists of twelve switches. On the contrary, the improved
configuration eliminates four switches from each inverter, thereby reducing the total number of
switches to eight; the scheme is adopted to eliminate a single leg in each power converter by connecting
the third phase to the negative terminal of the individual VSI [135]. The new configuration increases
system reliability and decreases voltage stress across the active switches.

Figure 10. Parallel inverter topology.

A large-value DC capacitor is needed for stabilizing voltage balance across the DC-link capacitors
and producing reactive power in high-power dynamic load systems. However, the DC-side energy
storage component is the main limitation contributing to circuit failure. The DC energy storage
components shorten the lifespan of the converter [136]. In addition, these components are expensive
and largely fail in a power electronic circuit. Many factors, such as dissipation of heat, degradation
of energy parameter, and high value of voltage capability, contribute to the high failure rate. The DC
energy storage component is arranged in the aluminum electrolytic capacitors, which act as filters
and energy buffers to the AC voltage ripples in the APF system. The aging of the aluminum
electrolytic capacitors increases its internal resistance and contributes the most to frequent damage
in operation [137]. In addition, these capacitors are expensive, large, and heavy and primarily cause
power converter failure.

Switch reduction leads to a complex control and structure design for stopping the flow of
zero-sequence current that circulate between the two power converters. Hence, the most suitable
solution is installing a transformer or isolating the DC capacitors [135]. The parallel inverter
topology presents limitations in the form of an oversized DC-link capacitor, restricted amplitude
sharing, and limited phase shift at the output terminals. To overcome the issue of switching
losses and electromagnetic interferences due to high switching frequency, soft switching techniques,
such as zero-voltage transition and zero-current transition schemes, are adopted [138]. A control
technique is implemented on the basis of feed-forward and feedback loops, as shown in Figure 9b.
The low-frequency inverter (LFI), tuned at 550 Hz, mitigates low-order harmonics, and maintains
the DC-link voltage and reactive power demand on the system constant. In the arrangement,
the high-frequency inverter (HFI), tuned at 750 Hz, eliminates the remaining high-level harmonics.
The control block functions in two loop modes, namely, feed-forward loop, which controls the
LFI and improves the dynamic response from the system, and feedback loop, which operates
the HFI and obtains high steady-state and harmonic compensation results. The Clarke and Park
transformation technique is adopted to determine the cosine and sine components. The synchronous
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reference frame (SRF) method is used to generate the reference current for the parallel APF inverter
topology [139]. Table 7 compares mainstream power converter topologies according to different
topology parameters [140,141].

Table 7. Comparison of mainstream power converter topologies.

Series
Converter

Topology Features
Diode

Rectifier
2L-B2B

VSC
ZSI

Multi-Level
Converter

Matrix
Converter

Nine Switch
AC-AC

Converter

1 Need controlled switches None Less Less Large Large Least

2 Circuit configuration Simple Simple Simple Complex Complex Simple

3 Cost Very low Moderate High Very high high Low

4 DC-link capacitor Yes Yes Yes Yes No Yes

5 Operational stages Two Two Two Two One One

6 Waveform quality Good Better Better Best Better Depends

7 Harmonic distortion High Moderate Low Least Low Depends

8 Switches losses None High High Low Low High

9 Conduction losses Low Low Low Highest High Low

10 Reliability High Low High Low High Low

11 Bi-directional power flow No Yes Yes Yes Yes Yes

12 Control complexity Easy Moderate Moderate Most
complex

More
complex complex

5.3. Split DC-Leg Inverter Topology

Split DC-link topology provides a neutral common point for three-phase VSI, 3P3W, and 3P4W
systems [142,143], and uses two connector pairs to split the single leg, thus providing a neutral
path or midpoint connection [144,145], as depicted in Figure 11. The three-leg split capacitor and
four-leg VSI-based topologies are the most demanding configurations for the 3P3W APF system.
However, the two-level VSI configuration is inappropriate for filtering and harmonic compensation
in high-power applications. The four-switch (B4) inverter uses four switches and four diodes, unlike
the practical six-switch inverter (B6) [146]. Split DC-link topology uses few semiconductor devices,
a feature that helps the neutral current, which consists of a small fundamental value of AC components.
Table 8 compares the performance of the split DC-leg APF with the conventional APF topologies [147].

Table 8. Performance comparison of split DC-leg APF with conventional APF topologies.

Split DC-Link topology Conventional Topology

Advantages Disadvantages Advantages Disadvantages

Simple design
Unequal voltage sharing in
between the split
capacitors legs

Handle unbalanced and
nonlinear conditions

Need two or many
extra switches

Fewer converter switches Need an expensive capacitors Low DC-bus voltage Complicated
control strategy

Simple and fast current
tracking control

Unbalanced and nonlinear
loads reason a split
voltages perturbation

AC output voltage can
be greater (about %15)
than the output of split
DC-link topology

-

- Need a neutral point
balancing technique

Lower ripple in the
DC-link voltage -
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Figure 11. Four-switch DC-split voltage source inverter topology.

The drawback of split DC-link topology is its need for an expensive and large capacitor value to
achieve equal voltage sharing between split capacitors [148]. Under severe imbalanced and nonlinear
conditions, a large amount of neutral current flows through the neutral path, thus causing perturbation in
the control scheme. However, due to its circuitry, split DC-link topology utilizes less expensive capacitors
to provide a maximum available line–line peak voltage (Vdc/2) and maintain a low-ripple DC-link voltage.
The dual-bridge inverter practices the B4 technique and eliminates variations in the current and voltage of
DC-link capacitors. In 3P4W inverters, the AC voltage is 15% higher than in split DC-link inverters [149,150].
Hence, the three phase four-leg (3P4L) inverter shows superior performance under imbalanced and
nonlinear conditions at the cost of a complicated control scheme. PWM or space vector modulation (SVM)
techniques are adopted to generate reference signals for the PWM inverter. An overview of advanced core
technologies for the power quality systems of high-power electronics is illustrated in Figure 12 [88,139].

Figure 12. Overview of advanced core technologies for power quality systems of high-power electronics.
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6. APFs/STATCOM Control Techniques

The primary operation of power converters depends on the control modulation strategies for
controlling parameters such as switching losses, THD of the output current or voltage, amplitude, frequency
and phase synchronization, sudden dynamic response, and power factor correction [151]. Generally, APF
control is divided into two sections [152], specifically, reference signal estimation technique. As depicted
in Figure 13, reference signal estimation is further classified into two sub-categories: current or voltage
reference synthesis and current or voltage reference calculation [153].

Control signal techniques are sub-categorized further into two domains, namely, frequency-domain
and time-domain as shown in Figure 13. However, depending upon open- and closed-loop concepts,
closed-loop control is sub-classified into constant inductor current, constant capacitor voltage, linear voltage
control, and optimization techniques [154]. These techniques are further arranged into modern control
techniques for output voltage control, current regulation, harmonic filtering, and compensation in all
critical circumstances [155,156].

Figure 13. Different control techniques.

Frequency-domain techniques are more accurate and efficient than time-domain approaches
for generating certain reference signals. Techniques such as Fourier transform analysis [157],
sine multiplication technique [158], and modified Fourier series technique [159] estimate the existing
harmonics in the system and generate reference signal in response to the present harmonics.
However, compared with time-domain techniques, frequency-domain techniques are limited by their
need for complex control circuitry. Moreover, these techniques require more time (one cycle) than
time–domain methods to calculate Fourier coefficients, reference currents, and voltage signals for the
sampling of variable coefficients. Meanwhile, time-domain techniques use instantaneous p–q theory [160],
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synchronous d–q reference frame theorem [161], synchronous detection theorem [120,162], constant
power factor algorithm [163], PI controller [156], fuzzy controller [164], hysteresis controller [165],
and sliding-mode controller [166]. Methods such as dividing frequency control [167] and extension
p–q theorem [168] are implemented to generate the reference signals, which implement the p–q technique.
Similarly, the synchronous d–q reference, known as SRF, practices the notch filter method [169] for
calculating the voltage and current reference for the synchronously rotating reference frame, as in the case
of the DC bus feedback voltage-fed APFs. Besides these control methods, other controllers are widely
practiced in the operation of APF systems, including indirect current and adaptive DC-link control [47],
PWM control [170,171], sine wave triangle PWM [172], deadbeat control [173], adaptive fuzzy dividing
frequency controller [174], synchronous flux detection algorithm [175], neural network [176] and reactive
current extraction [177].

7. Advanced Control Techniques for APFs/STATCOM

The reduction of switching components in any system leads to certain limitations. To overcome
these, two advanced control techniques are adopted for operating the reduced switch count inverter,
namely, SPWM and SVPWM, which operate in open- and closed-loop strategies, respectively. SVM is more
complex than SPWM in optimizing control; switching schemes are selected according to the appropriate
designs of the inverter and the topology [178]. This section provides a detailed review of the two advanced
modulation methods and compares their advantages and limitations in matching the reduced switch count
inverter topologies [171].

7.1. Sinusoidal Pulse Width Modulation

SPWM is one of the standard modulation techniques in switching power converters [179]. To control
the gate switching signal for inverter operations, a low-frequency sinusoidal reference signal as comparator
is compared with a high-frequency triangular carrier signal. The comparator output defines the operating
range of switching orders. In addition, the key factor to consider in modulator design is amplitude
distortion, which is caused by variations in the DC-voltage source. To control the desired line voltage
frequency, the frequency of the modulating sinusoidal signal defines the inverter output. The amplitude
distortion of the PWM waveforms stops the amplitude of the fundamental component and produces
low-order harmonic contents [180]. However, THD and power dissipation are two of the key issues in
high-power converter applications. Thus, a fundamental frequency SPWM control method is adopted to
minimize switching losses and optimize harmonic contents. The SPWM modulation scheme can easily be
implemented for single- and multiple-carrier applications. Multicarrier SPWM control techniques increase
the performance of high-level inverters.

Sinusoidal SPWM is the most enhanced technique in PWM [181] and offers the key benefits of easy
execution, low THD and harmonic output, and low switching losses. Similar to the six-switch converter,
the SPWM is implemented in a reduced four-switch configuration. The comparators and the carrier signals
are similar to those in the conventional SPWM; the only difference lies in the command to control the
reference signal pattern for controlling the four-switch power converter. Reduced switch count inverters are
not symmetrical; thus, the phase shift between the reference signals changes to compensate for the DC-bus
voltage fluctuations [182]. Moreover, minimal single-phase current passes through DC-link capacitors but
at the cost of complex control strategies and additional hardware. Phase voltages are preferred for the
power converter presented in Figure 12, as discussed below:

va = Vm sin(ωt) (1)

vb = Vm sin
(

ωt − 2π

3

)
(2)

vc = Vm sin
(

ωt +
2π

3

)
(3)
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When the third-leg phase of the VSI has no control, the middle connection point of the DC-link
(point O) is taken as the reference (as demonstrated in Figure 11).Therefore:

van = Va − Vc =
√

3Vm sin
(

ωt − 2π

6

)
(4)

vbn = Vb − Vc =
√

3Vm sin
(

ωt − 2π

2

)
(5)

vcn = Vc − Vc = 0 (6)

The infinite value of the modulation bandwidth of periodic signal produces harmonics. Theoretically,
these harmonics are neglected in SPWM control; however, the harmonics in the carrier and data modulation
signal are filtered out by digital filters, such as Butterworth, Chebyshev, Bessel, Elliptic, and ITEA, which
minimize the time integral and enhance the filtering functions to eliminate carrier signal harmonics [183].

7.2. Space Vector Pulse Width Modulation

SVPWM is an enhanced control method for reduced switch count inverters and directly uses the
system parameters to determine the correct switching states and identify each switching vector [184,185].
SVPVM determines the duty cycle according to the modulation scheme. The switching vectors are divided
into six sectors in the complex space plane of (a, b). All the sectors are separated by combining the turn-on
and turn-off switching states of the power inverter. However, the lookup table and sector identification
make SVM a complex scheme for determining the switching intervals for all vectors. The two adjacent
switching state vectors are identified by the reference vectors. These vectors compute the turn-on and
turn-off states of each switch; the sectors or subsectors find the switching sequences and increase the
n-level of the power inverter, which requires a microprocessor and complex algorithms. The limitation of
SVM is that it needs a considerable amount of time to carry out fundamental calculations, thereby causing
delays in the process [186]. To overcome this problem, a large value of system reactive components and
advanced deadbeat control are used [187]. The fundamental voltage ratios and harmonic compensation
show better results in SVM schemes than in SPWM. Furthermore, SPWM also has a peak output voltage
that is 15% higher than triangular carrier signal-type modulation techniques [188].

Generally, the SVM scheme is used in multilevel power inverter systems and employs a maximum
number of different-level carrier waves to compare with the reference voltage signals, thus generating
the n-level space vector that consists of per-sector and n-switching states for positive, zero, and negative
switching sequences [189,190]. These vectors are divided among three groups, namely, small, middle,
and large value vectors. Furthermore, the reference voltage depends on the voltage vectors and its dwelling
times during the sampling period (Ts) for the output voltage. The switching status and the pole voltages
are determined by the switching status and can be calculated as follows:

VNZ =
1
3
(VAZ + VBZ + VCZ) (7)

va = VAN = VAZ − VNZ (8)

va = VBN = VBZ − VNZ (9)

va = VCN = VCZ − VNZ (10)

The combinations of the two-leg four-switch (S1–S4) converters result in four space vectors.
Expression (11) is used to calculate the vector representation of the three phase variables:

[
xα

xβ

]
=

2
3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]⎡⎢⎣ xa

xb
xc

⎤⎥⎦ (11)
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Note that the B4 converter does not have zero vectors, unlike the B6 converter. Based on the
calculation of the remaining active vectors, the three pole voltages do not have the same potential
during the operation. To calculate the sectors, the volt–second integral is expressed in Expression (12):

→
VTsw =

→
V1t1 +

→
V2t2 +

→
V3t3 +

→
V4t4 (12)

The vector decomposition of the above equation along with the time weights restriction can be
written as: →

VTsw cos ϕ = −V1t1 cos π
3 + V2t2 cos π

6 + V3t3 cos π
3→

VTsw sin ϕ = −V1t1 sin π
3 − V2t2 sin π

6 − V3t3 sin π
3

Tsw = t1 + t2 + t3

(13)

The modulation time is calculated by solving Expression (13) as follows:

t2 =

√
2VTSW

2
cos
(

ϕ − π

6

)
(14)

t1 = −t2 + TSW

(
1
2
−

√
2V sin(ϕ)

E

)
(15)

t3 = TSW − t1 − t2 (16)

The calculated vectors choose the sequence for SVM modulation with high symmetry and low
switching frequency, as explained in study of [191,192]. Table 9 summarizes the evaluation of harmonic
detection methods for APF systems and power grid-tied practical applications [193].

8. Performance Evaluation of APF/STATCOM System

A filtering system is needed to analyze the performance of APF/STATCOM applications under
nonlinear load conditions. In the evaluation process, several features are important to calculate the
performance of the APF system, such as THD of output current and voltage, transient and steady-state
response, reactive power compensation and in some cases unity input power factor. The model
specification and performance of the filter are evaluated in accordance with standards such as IEEE 519.
The system consists of six active IGBT module inverters with a DC-link capacitor installed in the
shunt position with the power grid system. All the experimental parameters and results are explain
in the study [194], where a 2 kVA laboratory prototype test-rig is tested with the 5 kW three-phase
diode rectifier load. The utility voltage, load current, and utility current waveforms of the system are
seriously distorted and non-sinusoidal, thereby showing the nonlinear diode rectifier load as having
a THD of 39.48%. According to the IEEE standard 519, the minimum THD value in utility current
harmonics should be less than 5% and the preferred input unity power factor should not be less than 0.8.
As explain in the study, all the waveforms are nearly sinusoidal after compensation and the THD of
the utility current is reduced to 4.2%, with an output voltage THD of 3%. However, the rated DC-link
capacitor is selected to keep the voltage ripple under 1% and maintain a DC voltage of 300 V, which is
sufficient for proper and effective APF/STATCOM operation. To demonstrate the response time against
the sudden changes in nonlinear load, the system is tested during the step load changes (step-on
and step-off operations). The response time of the prototype is fast, achieving excellent performance
during the load change (0 to 100%), and vice versa. Table 10 summarizes the market review of
the available STATCOM, SVC and APF products for low and high power applications [195–201].
Traditionally, different manufacture sizes of STATCOM, SVC and APF devices are used to fulfil the
power grid requirement [202–205].
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Table 10. STATCOMs, SVCs and APFs technology products for high power applications available in
the market.

Available Sizes of STATCOM

Company Product Name/Types Voltage Level Single Unit Capacity

ABB PCS 6000 STATCOM Several-Typical
(11, 20, 21, 33, 138) KV (6 . . . . . . ..16) MVAR

HITACHI STATCOM (66) KV (20) MVAR

DONGFANG HITACHI (CD)
ELECTRIC CONTROL
EQUIPMENTS CO., LTD.

DHSTATCOM (6) KV (600 . . . . . . ..46000) KVAR

CONDENSATOR
DOMINIT GMBH

KLARA-S, KLARA-M,
KLARA-I

Several-Typical
(400/525/690) V (5/10, 6/12, 12/25) KVAR

GAMESA ELECTRIC STATCOM (11, 8 . . . ..34, 5) KV (1, 5) MVAR

STATCOM SOLUTIONS
PTY LTD

d105/d315 Several-Typical
(200 . . . ..265) V (5 . . . .15) KVA

ADF POWER TUNING ADF P700 STATCOM (6–36) KV (1 . . . . . . 10) MVA

ADDNEW STATCOM/SVG (6, 10, 35) KV (3) MVAR

AMSC D-VAR Up to (46) KV (±2 . . . . . . ..100 s) MVAR

GAMESA STATCOM-EN (11.8 . . . .34.5) KV
(Step-up Transformer) (1.5) MVAR

MERUSPOWER
M-STATCOM
(Merus M8000)

All voltages
via Transformer (1.3) MVAR

PONOVO AccuVar ASVC (3, 6, 10, 20, 35) KV
(±1 . . . ±18) MVAR
ASVC-100 type (±10 . . . ±50)
MVAR ASVC-200 type

S AND C ELECTRIC The Purewave DSTATCOM (0.48 . . . ..35) KV (±1.23) MVAR/3.3 MVAR

SIEMENS SVC Plus Up to (36) KV
(Transformer less) (±25 . . . ..±50) MVAR

Available sizes of SVC

ABB SVC (69) KV (+50/−40) MVAR

GE Power SVC (33 . . . . . . . . . 380) KV (0 . . . . . . ..300) MVAR

ADDNEW FC-TCR (6, 10, 35) KV (0 . . . . . . ..200) MVAR

ADDNEW TSC (6 . . . ..10) KV (0.15 . . . . . . ..3) MVAR

ADDNEW TCR (6 . . . ..35) KV (1 . . . . . . ..150) MVAR

PONOVO SVC (FC-TCR) (6 . . . ..66) KV (0 . . . . . . ..400) MVAR

RXPE TCR (6, 10, 27.5, 35, 66) KV (6 . . . . . . ..300) MVAR

SIEMENS SVC classic (TSC-TCR) (6 . . . . . . 800) KV (40 . . . . . . ..800) MVAR

Available sizes of APF

CONDENSATOR
DOMINIT GMBH

NQ2501/NQ2502 Several-Typical
(200–480, ±10%) V (41.5 . . . . . . .41.5) KVA

ADF POWER TUNING

ADF P100-70/480,
ADF P100-100/480,
ADF P100-130/480,
ADF P100-90/690

Several-Typical
(208–480, 480–690) V (49 . . . . . . .108) KVA

DELTA ELECTRONICS, INC APF2000 (200–480) V (22) KVA

SCHNEIDER
AccuSine PCS+ (LV
active filters) (380 . . . 690) V (50 . . . .250) KVA

SCHAFFNER FN3420 ECO sine active (500–600) V

SIEMENS 4RF1010-3PB0 (380–480) V
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9. Key Analysis on Configuration and Control Structure

Existing research on shunt APFs and STATCOM devices that focus on the reduction of components
and their effects on the control strategies was reviewed. A typical analysis of the configurations and
control structure techniques is presented below.

9.1. Limitations in Configuration Structure

The main limitations in the split DC-link power converter topology are as follows:

- In B4 inverters, the third phase is connected clearly to the middle point or neutral point of the
DC-link capacitors. The DC-bus current directly charges one of the capacitors and discharges
the other. These dynamics unbalance current and voltage loading between the capacitors that
discharge at a faster rate than the other, thus causing high current ripple in the imbalanced output
waveform [206].

- To compensate for the DC-bus voltage fluctuation issues [207], the removed single-leg terminal is
connected to the negative terminal of the DC-bus PWM-VSI inverter and stops the imbalanced
charging of the DC-link capacitors. Furthermore, the AC film capacitor stores the power ripples
connected to the AC terminals to stop the flow of decoupling power ripples and provide balanced
output currents and voltages [208].

- A large DC-link voltage variation is shown in B8 split DC-leg converter applications. Both systems
are operated at the same frequency and synchronized; thus, no fundamental current flows through
the shared DC link. This outcome is a limitation in addition to the low AC voltage of the individual
B4 power converter coupled with the shared DC-link capacitor.

- In the three-phase system, a phase circulating current [209] flows through the DC-link capacitors.
Thus, the capacitors are exposed to low-frequency harmonics, thereby limiting the use of high
DC-link capacitor values. The AC–AC power converter configuration presents superior overall
performance than the DC-bus midpoint configuration in terms of low THD and harmonic
compensation capability because of the balanced current and voltage, as well as the minimum
current ripple in the imbalanced output waveform.

9.2. Limitations in Control Structure Techniques

- The need for voltage feed-forward and cross-coupling in SRF is the main limitation of the
control structure. The phase angle of the grid voltage is required to start the control operation.

- In the stationary reference frame, the PR controller reduces the complexity of the control structure
in terms of current regulation as it has no need of the phase angle, unlike the dq-frame.

- The adaptive band hysteresis controller increases the complexity of the control structure in
the natural reference frame. However, the deadbeat controller simplifies the control scheme.
Therefore, an individual control is required in each phase in case of individual phase PLLs and
grid voltage to generate the current reference.

- The hysteresis and deadbeat controllers do not consider low-order harmonics in the
implementation process in harmonic compensators due to their fast dynamics.

- In practical structures, both controllers require a sampling capability’s hardware to compensate
the positive sequence and need two filters, two transformation modules, and one controller, thus
limiting its practical application in the dq-frame.

- Table 11 illustrates the strengths and weaknesses of the APF control techniques [115,210,211].
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Table 11. Strengths and weaknesses of APF/STATCOM control techniques.

METHOD STRENGTH WEAKNESS

PI-Controller

- Simple design and implementation
- No complex circuit
- Fast response time
- Minimum Fluctuation

- Limitation of the control
bandwidth with harmonic
currents at high-frequency signals

- Show limitation in the feedback
system with constant parameters

Hysteresis Control

- light system of reckoning
- Simple, robust, cost effective and

easy implementation
- Fastest control in transient
- Fast speed of control loop
- No need of oscillator or error amplifier

- High switching losses for small
hysteresis band

- Switching frequency variation and
large frequency variations

- Problem in filter design
- Phases interferences
- Resonance problems

Dead-Beat Control

- Fast control response
- Wireless transmission
- Fast transient response with low THD in

the lower sampling frequency

- Control operation is depended on
the data of the APF parameters

- Requires a precise model of the
filter to reach the
desired performance.

- Sensitive to the parametric
variations of the controlled system
and high THD for nonlinear loads

Reference Prediction - Problem with static loads - Filtering effect with load changing

Multi-rate Sampling
- Fast response
- fast discretization in control variables

- Need fast control devices like
FPGAs, AD converters

- Slow-sampling rate

Phase-angle Correction - Delay effect - Take more time in calculation

One Cycle Control

- Simple design with flip-flops, comparators
and clock

- Better tracing transient waveform
- Good time and dynamic response

- Difficult control
implementation (Hardware)
and modification

- Complex hardware structure
- Need an integrator at high speed

Adaptive Neural Network

- Does not require statistical training
- No need underlying input data distribution
- Can used a wide variety of functions and

capture different patterns
- They are the actual human operating system

- Difficult calculation and
time consuming

- Difficult to design and
model analytically

- Need a large sample size
data packet

- The system have a black
box nature

- They over-fit data outside of data
training range (unpredictable)

Neural-Network
Predicting Reference

- Active compensation among loads
- Simple design and satisfactory accuracy
- Mutual methods and faster control

parameters adaptation

- Needed DC-link
load measurement

- Not implemented in
unknown load

- Needed large number
of parameters

- Performance evaluation, stuck in
local minima

Selective
Harmonics Compensation

- Parameters are frequency depended - Power increase with the
harmonic compensation
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Table 11. Cont.

METHOD STRENGTH WEAKNESS

Master-Slave Control

- Discover and solve the problem in slave
deadlock conflict affectively

- Simple design and circuit
- Better efficiency among the

master-slave systems

- Master should be built robust
and powerful

- All system is depended upon
the master

- Complex and difficult
master system

- Need a high cost
in communication

- Reduction in real time abilities

Predictive Control

- Possibility to include nonlinearities of the
system [212].

- Used to minimize switching frequency for
high-power inverters and maintaining the
current error within a specified bound [213].

- Allows achieving more precise current control
with minimum THD and harmonic noise.

- Requires a precise model of the
filter to reach the
desired performance.

- This method needs a lot
of calculations.

Sliding Mode
Control (SMC)

Exhibits reliable performance during transients.
Shows an acceptable THD if it is designed well.

- The problem of the Chattering
Phenomenon in
discrete implementation.

- The difficulty of designing
a controller for both a good
transient and zero steady
state performance.

Fuzzy Control Methods

- Insensitive to parametric variations and
operation points.

- Sophisticated technique, easy to design and
implement a large-scale nonlinear system.

Slow control method.

Repetitive Controller (RC)

These controllers are implemented as harmonic
compensators and current controllers. They show
robust performance for periodic disturbances and
ensure a zero steady-state error at all the
harmonic frequencies.

Is not easy to stabilize for all unknown
load disturbances and cannot obtain
very fast response for fluctuating load.

9.3. Key Findings

The following are the shortcomings of the current research as revealed by the review:

(1) In parallel inverter topology, the output voltage per phase at different frequencies generates
transitions, which block the forbidden states. This voltage effectively limits the range of reference
amplitudes and phase shifts.

(2) Generally, in reduced switch count power converters, the modulation strategy adopted is SPWM
to switch and compensate for the DC-bus voltage fluctuation issues [214]. By contrast, in reduced
switch count converters, the phase shift does not track the three-phase balance reference signal in
the symmetry order.

(3) Switch reduction generally leads to interdependencies between AC input and output frequencies,
unlike full-bridge converters. This restriction limits the references for modulation in operating
the power converters at the same frequency. Voltage doubling and semiconductor stress are
not issues in the B4 converter, unlike in the nine-switch H6 converter, because of the favorable
maximum modulation ratio of unity [215].

(4) Reduced switch count (four-switch) topologies face more limitations in their switching states
than conventional six-switch converters. Findings indicate that the removed leg terminal that is
connected to either the upper positive DC-link terminal or the lower negative DC-link terminal is
not achievable.
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(5) In the B6 converter, two switching states, (0, 0) and (1, 1), are stated as zero vectors, which stop
the flow of the current toward the load. In the B4 converter, the current flows even in
zero-vector states. Therefore, in two other switching states, (0, 1) and (1, 0), the resulting
uncontrolled current flows through the common phase because of the direct connection between
the DC-link capacitor and the AC terminal.

(6) The PLL synchronizes the power inverter modulation to the power grid and provides freedom
in designing the modulation index caused by phasing the angle in between the grids and by
modulating waves to adjust the maximum magnitude for unity output.

(7) Eliminating the active switches creates an unequal thermal distribution among the remaining
switches at the expense of reduced structure, conduction losses, switching losses, and low
system cost.

(8) In the split converter, the third-phase current flows directly through DC-link capacitors, thus
exposing the converter to low-frequency harmonics, which need a high-value-rated capacitor.

(9) In the two-leg rectifier (multiply by 2/pi = 0.6), the output power gain is lower than that
of the three-leg rectifier (multiply by 1.6), thereby increasing the current rating of the active
switching components.

10. Upcoming Trends

The new trend in the field of power electronics aims to minimize the number of power
semiconductor components, such as IGBT switches, to reduce the overall price of power
converter devices. Designing cost-effective topologies on the basis of the reduced number
of semiconductor devices in the range of 10 kilowatts and above has always been attractive
to researchers. From these facts, the transformerless system is showing important developments
toward a mature level. With advancements in microprocessors, controllers, and fast switching
devices, long-lasting and proficient APF/STATCOM systems have been proposed with highly rated
megawatt ranges, improved performance, enhanced efficiency, and most importantly, low costs
for varying applications. Moreover, reduced switch count inverter topologies limit the cost, size,
switching losses, and complexity of the control structure, as well as the algorithm and interface circuits.
Similarly, new growth in efficient modulation techniques can help guarantee high reliability, fast
transient and dynamic response, low THD, excellent harmonic and reactive power compensation,
and current and voltage regulation of power electronics.

New trends in hybrid topologies aim to develop advanced APF and STATCOM systems that
have low-rated power component systems and added dual functionality for improved performance.
Similarly, a technology for achieving new growth in multilevel power inverters on the basis of the
reduced number of components is becoming a popular research direction. The excessive penetration
of renewable devices in the power transmission network creates various power quality challenges for
engineers and researchers. However, FACTS devices, such as STATCOMs, SVCs, and DSTATCOMs,
have been successful in mitigating the issues of power quality, including voltage sags, transients,
harmonics, and damping oscillations. Further research and improvements in APF technology
have recently been performed in terms of dual-terminal inverters, shared legs between inverters,
and rectifiers to substitute for split-capacitor configurations. Consequently, next-generation power
semiconductor devices and packaging of silicon carbide (SiC) IGBT power modules with Schottky
barrier diode modules, integrated gate-commutated thyristor modules, and SiC MOSFET can be
effectively used.

11. Conclusions

This paper discussed the topological and control schemes of APF and STATCOM devices.
A transformerless and reduced switch count structure for power converters and control strategies
were reviewed. A discussion about development stages in configuration with respect to low cost, low
volumetric size and weight, compact structure, and high reliability was given. Different grid-connected
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control schemes, and their implementation structures, as well as the extraction of harmonic reference
signals, were presented. This review discussed different devices, namely, PFs, shunt APFs, shunt
hybrid filters, STATCOMs, SVCs, UPQCs, and DSTATCOMs, all of which are typically used to enhance
power quality and mitigation of load harmonics. Dual-terminal inverters, transformerless, multilevel
inverters, shared legs between inverters, shared legs between rectifiers, split capacitor configurations,
and new-generation semiconductor devices deserve future research attention. Finally, simulation and
experimental results verified the effectiveness of APF/STATCOM topologies for harmonic mitigation
in accordance with IEEE-519.
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Abbreviations

APF Active power filters
B4 Four-switch inverter
CSI Current-fed-type inverters
CHB Cascaded H-bridge
DFT Discrete Fourier transform
DSP Digital signal processor
dSpace Digital Signal Processor for Applied and Control Engineering
DSTATCOM Distribution STATCOM
DQ Synchronous Fundamental Frame
DVR Dynamic voltage restorer
ESS Energy storage system
FACTS Flexible AC transmission system
FFT Fast Fourier transform
GPGA Field programmable gate array
HAPFs Hybrid APF
HF High frequency
HPF High pass filter
HV High voltage
IEEE Institute of Electrical and Electronics Engineers
IEC International Electro-technical Commission
IGBT Insulated-gate bipolar transistors
ITC Indirect torque control
Ki Integral gain
Kp Proportional gain
LPF Low pass filter
LVRT Low-voltage ride through
MLI Multilevel inverter
MOSFET Metal-oxide-semiconductor field-effect transistor
MPP Maximum power point
PCC Point of common coupling
PF Passive filter
PI Proportional integral controller
PLL Phase locked loop
PQ Instantaneous power theory
PV Photovoltaic
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PWM Pulse width modulation
RC Repetitive Controller
RDFT Recursive discrete Fourier Transform
SAPF Shunt active power filter
SBD Schottky barrier diode
SHE Selective harmonic elimination
SiC Silicon carbide
SMC Sliding Mode Control
SOFC Solid oxide fuel call
SPWM Sinusoidal Pulse Width Modulation
SRF Synchronous-reference-frame
STATCOM static compensator
SVC Static volt-ampere reactive VAR compensator
SVM Space vector modulation
SVPWM Space vector Pulse Width Modulation
TCR Thyristor-controlled resistor
THD Total Harmonic Distortion
UPQC Unified power quality conditioner (UPQC)
VSC Voltage Source Converter
VSI Voltage-fed-type inverters
WT Wind turbine
1P2W Single-phase two-wire
3P3W Three-phase three-wire
3P4W Three-phase four-wire
3P4L Three phase four-leg
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Abstract: This paper proposes a modified self-synchronized synchronverter for unbalanced power
grids. Small signal analysis of the conventional synchronverter shows that its stability margin around
50 Hz is very limited. Thus, power ripples will be caused at the frequency of 50 Hz. Filter- based
current feeding loops are adopted in the conventional synchronverter in order to enhance its stability
and eliminate power ripples. In addition, the characteristics of the conventional synchronverter
in unbalanced power grids are analyzed, and an improved strategy using a resonant controller is
proposed to restrain the current harmonics and power ripples. The parameter design is also studied
for the proposed synchronverter. Experimental studies prove that the proposed strategy can achieve
precise self-synchronization when the grid voltage is unbalanced, and the power-control performance
is also improved significantly.

Keywords: synchronverter; power ripple elimination; resonant controller; unbalanced power grid

1. Introduction

With the rapid development of renewable power generation technologies such as wind power
and photovoltaic, distributed generation system has become an effective way to meet load growth,
reduce environmental pollution, and improve energy efficiency. DC/AC converters are one of the most
common interfaces between the distributed generation system and the power grid. Traditional vector
control strategies of DC/AC converters mainly aim to achieve a fast dynamic response [1]. Moreover,
the power control of renewable energy is often set as maximum power point tracking (MPPT) in order
to harvest as much energy as possible [2,3]. However, compared with the synchronous generators
(SG), the DC/AC converters controlled by these strategies have no inertia, and they cannot provide
frequency support for the power grid [4,5].

In order to achieve grid-friendly control performance similar as the SG, virtual synchronous
generator (VSG) strategies are proposed [6]. The active power control loop of VSG is designed based
on the swing equations, and the reactive power control loop is similar as the droop control strategy.
In addition, the renewable power generation system should work with enough margins to support the
grid, or the energy storage devices are needed to provide the extra active power. Therefore, the inertia
property of SG can be inherited by the VSG [7,8]. In most of the VSG strategies, the phase-locked
loop (PLL) is needed to detect the phase angle of grid voltages in order to synchronize with the
grid [9], or to provide grid frequency information [10]. The PLL is a nonlinear control block which may
complicate the system analysis. Therefore, some PLL excluded VSG strategies are proposed [11,12],
where the converter can be synchronized with grid voltage by power balance of swing equations
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instead of tracking the phase angle of grid voltage directly by PLL. Among these VSG strategies,
the synchronverter proposed in [13,14] can emulate the model of SG more accurately. Its reactive
power control loop is designed based on the excitation control of SG rather than the droop control.
Therefore, the synchronverter makes the renewable power generation system interfaced with the grid
like conventional SG and have been paid much attention [15].

The works analyzed above all focus on synchronverters in balanced three-phase systems.
However, since the distributed renewable power generation system is usually installed in remote
or offshore areas, the grid faults cannot be avoided. Therefore, the performance of synchronverter
needs to be investigated under both normal and non-ideal grid conditions. Single-phase voltage
drop is one kind of common grid faults which will result in unbalanced power grids [16]. When the
grid voltage becomes unbalanced, the negative sequence grid voltage will cause negative sequence
grid currents and double frequency power ripples, which severely deteriorate the performance of
the converter [17]. However, there is no literature focused on the modification of synchronverter in
unbalanced power grids. Resonant controllers have been widely adopted in the improved control
strategies under unbalanced power grid conditions to deal with the negative sequence components
and proven to be an effective way to deal with this problem. Different kinds of resonant controllers are
combined with the vector control (VC) and direct power control (DPC), i.e., second-order generalized
integrator (SOGI) [18] reduced-order generalized integrator (ROGI) [19] and reduced-order vector
integrator (ROVI) [20]. Theoretical analyses and experimental studies have verified the effectiveness
of the resonant based strategies in unbalanced power grid. However, no research has been made to
investigate the validity of resonant controller in synchronverter in unbalanced power grid. This is one
of the motivations of this study.

Though being a grid-friendly converter, the stability of the synchronverter should be re-evaluated
because there is a considerable parameter inconsistence between the synchronverter and physical
conventional SG [21]. The stability analysis and control parameter tuning of the synchronverter are not
easy due to its characteristics of more complicated nonlinearity. Global stability of the synchronverter
was investigated in [22]. However, the stability analysis of the synchronverter in an unbalanced power
grid, as well as the impact of the modified controller to the stability of the synchronverter, will be more
complicated, and has not been examined yet. The linearization method has been widely adopted to
analyze synchronverter systems. In [23], a small-signal sequence impedance model was established
to compare the characteristics between VSG and the traditional strategy for grid-connected inverters.
In [24], small signal model of synchronverter is established to analyze the stability of the battery system.
The small signal models are also established in [25,26] to design the parameters of synchronverter in
order to achieve better dynamic performance. It can be seen that the small signal model can reflect the
stability of the system at specific steady operation point in a wide frequency range. Therefore, it is
meaningful to establish the small signal model for synchronverter in both balanced and unbalanced
power grid to study its stability performance and design the system parameters.

This paper proposes a modified self-synchronized synchronverter for unbalanced power grids
and analyzes the system performance using a small signal model. The contributions of this paper
are summarized as the following three aspects. (1) The small signal model for a synchronverter is
established and it is observed that the stability margin around 50 Hz is very limited, especially when
the control gain of reactive power increases. (2) Lowpass filters are applied to the current feeding
loop to enhance the stability of the synchronverter and eliminate the power ripples at the frequency of
50 Hz. The effectiveness of the power ripple elimination method is verified by small signal analyses.
(3) A resonant-based strategy is proposed to restrain the current harmonics and power ripples in
unbalanced power grid. The parameters are designed according to the small signal analyses, and the
effectiveness is also validated by the small signal analyses. In a word, the goal of this paper is to
improve the quality of the powers and currents flowed into the grid, and make the self-synchronized
process more precise under unbalanced grid condition.
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The rest of this paper is organized as follows: in Section 2, the conventional self-synchronized
synchronverter in a balanced power grid is introduced, and a power ripple elimination method is
proposed. Small signal model analyses prove that the proposed method can enhance the system
stability and reduce power ripples. In Section 3, the influence of unbalanced grid voltage on the
conventional synchronverter is analyzed and a resonant-based strategy is proposed to restrain the
current harmonics and power ripples in unbalanced power grid. The parameter design method
of the proposed strategy is analyzed. Then in Section 4, comparative experimental studies are
conducted to confirm the effectiveness of the proposed strategy in both the self-synchronized mode
and power-control mode. Finally, the conclusions are presented in Section 5.

2. Self-Synchronized Synchronverter in a Balanced Power Grid and Its Power Ripple Elimination

2.1. Self-Synchronized Synchronverter

The topology of a DC/AC converter is illustrated in Figure 1. The reference point of va, vb, vc is
the neutral of the grid, and the reference point of ea, eb, ec is the half of DC link voltage. To mimic the
characteristics of the SG, the synchronverter is proposed according to the mechanical and excitation
equations of the SG. The control diagram of the conventional synchronverter in [13] is shown in
Figure 2, where the physical circuit is simplified as the mathematical model. In order to simplify the
small signal analyses, the control scheme of the synchronverter is based on the reference frame where
the d-axis is aligned to the rotor of synchronverter, which is named as control dq frame in this paper.

av

cv

bv
ae

ce
be dcV

fLfR ai

bi

ci

PCC

Figure 1. Topology of DC/AC converter.

The superscript r indicates that the variables are in the control dq frame. J is the moment of
inertia, D is the damping factor, K is the integral factor. The phase angle θr of the converter voltage,
also known as the back electrical magnetic field (EMF) of VSG, is produced by the active power
controller. The amplitude of the converter voltage E is produced by the reactive power controller. ωn is
the rated angular frequency which is 100π (50 Hz) in this paper. The irdq can be expressed as:

[
ird
irq

]
=

2
3

[
cos θr

− sin θr

cos(θr − 2π/3)
− sin(θr − 2π/3)

cos(θr + 2π/3)
− sin(θr + 2π/3)

]⎡⎢⎣ ia

ib
ic

⎤⎥⎦ (1)

The reference voltage er
dq in the control dq frame is calculated as:{

er
d = 0

er
q = −E = −ωrψ f

(2)
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The electromagnetic active and reactive powers are calculated as:{
Pe = er

qirq = −ωrψ f irq
Qe = er

qird = −ωrψ f ird
(3)

+
−
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−

+

+ +
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−
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qe E= −

r
qe E= −
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Figure 2. Control diagram of the conventional synchronverter.

To synchronize with the grid voltage without PLL, a self-synchronized method can be adopted [14].
As the grid currents are zero before the switch is closed, the control process is not effective. Therefore,
virtual impedances are introduced to simulate the inductance and resistance between the converter
and the grid. The virtual currents are calculated according to the grid voltages, converter voltages and
virtual impedance as follows:

ivabc =
1

Lvs + Rv
(eabc − vabc) (4)

Therefore, when the virtual powers (calculated in the same way as (3)) are controlled to be zero,
the virtual currents will be zero simultaneously, which means that the converter voltages have been
synchronized with the grid voltages. Finally, when the connection process is finished, the real grid
currents are used to replace the virtual currents to calculate the feedback powers.

2.2. Small Signal Analysis and Power Ripple Elimination

The small signal model of synchronverter is developed in synchronous reference frame aligned to
the fundamental grid voltage vector [27], which is called system dq frame in this paper in order to
distinguish from the control dq frame. In this paper, variables with superscripts s means they are in the
system dq frame. Its phase angle θ1 is calculated as:

θ1 = ω1t (5)

In the normal operation, ω1 is equal to ωn. The phase angle difference δ between the system dq
frame and control dq frame is calculated as:

δ = θr − θ1 (6)

149



Energies 2019, 12, 923

The relationships between variables in the system dq frame and their counterparts in control
frame are shown as:

xs
dq =

[
xs

d
xs

q

]
=

[
cos δ − sin δ

sin δ cos δ

][
xr

d
xr

q

]

xr
dq =

[
xr

d
xr

q

]
=

[
cos δ sin δ

− sin δ cos δ

][
xs

d
xs

q

] (7)

For the synchronverter system studied in the paper, the x in (7) includes output current idq,
grid voltage vdq, and converter voltage edq.

The derivative of the currents in the system dq frame can be expressed as follows:{
dis

d/dt = (ω1L f is
q − R f is

d + es
d − vs

d)/L f

dis
q/dt = (−ω1L f is

d − R f is
q + es

q − vs
q)/L f

(8)

According to Figure 2, the swing equation of synchronverter is expressed as:

dωr/dt = [Tm − Te − Dp(ωr − ω1)]/J (9)

where Tm = Pref/ωn, is the nominal virtual mechanical torque input of synchronverter.
The excitation model of synchronverter can be expressed as:

dψ f /dt = K(Qre f − Qe) (10)

Combining the equations above, the nonlinear model of the synchronverter can be obtained
as follows: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dis
d/dt = (ω1L f is

q − R f is
d + ωrψ f sin δ − vs

d)/L f

dis
q/dt = (−ω1L f is

d − R f is
q − ωrψ f cos δ − vs

q)/L f

dωr/dt = [Tm − Te − Dp(ωr − ω1)]/J
dδ/dt = ωr − ω1

dψ f /dt = K(Qre f − Qe)

(11)

Linearizing these equations around the steady state, the small signal model can be expressed in
state space form as: { ·

x = Ax + Bu
y = Cx + Du

(12)

where the state vector x includes the variables shown in (13):

x =
[
Δis

d, Δis
q, Δω, Δδ, Δψ f

]T
(13)

input vector u includes variables shown in (14):

u = [Δvs
d, Δvs

q,
ΔPre f

ωn
, ΔQre f ]

T

(14)

and output vector y includes variables shown in (15):

y= [Δis
d, Δis

q, ΔTe, ΔQe

]T
(15)

For simplicity, the ‘Δ’, denoting perturbation variables, can be omitted when it comes to the
linearized small signal system.
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The detailed expressions of A, B, C and D in (12) can be calculated by Matlab, which are shown as
follows:

A =

⎡⎢⎢⎢⎢⎢⎣
−R f /L f ω1 ψ f sin δ/L f ωrψ f cos δ/L f ωr sin δ/L f
−ω1 −R f /L f −ψ f cos δ/L f ωrψ f sin δ/L f −ωr cos δ/L f

−ψ f sin δ/J ψ f cos δ/J −Dp/J −ψ f (is
d cos δ + is

q sin δ)/J (is
q cos δ + is

d sin δ)/J
0 0 1 0 0

Kωrψ f cos δ Kωrψ f sin δ Kψ f (is
d cos δ + is

q sin δ) Kωrψ f (is
q cos δ − is

d sin δ) Kωr(is
d cos δ + is

q sin δ)

⎤⎥⎥⎥⎥⎥⎦

B =

⎡⎢⎢⎢⎢⎢⎣
−1/Ls 0 0 0

0 −1/Ls 0 0
0 0 1/J 0
0 0 0 0
0 0 0 K

⎤⎥⎥⎥⎥⎥⎦D =

⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎦

C =

⎡⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0

ψ f sin δ −ψ f cos δ 0 ψ f (is
d cos δ + is

q sin δ) is
d sin δ − is

q cos δ

−ωrψ f cos δ −ωrψ f sin δ −ψ f (is
d cos δ + is

q sin δ) −ωrψ f (is
q cos δ − is

d sin δ) −ωr(is
d cos δ + is

q sin δ)

⎤⎥⎥⎥⎦
In this study, a small scale 1000 W converter system is used to test the synchronverter control

scheme. Its parameters are listed in Table 1.

Table 1. Parameters of VSG system.

System Parameters Value

Grid voltage 130 V
Rated frequency 50 Hz
Input resistance 0.1 Ω

Input inductance 6 mH
DC bus voltage 280 V

The damping coefficient D is a pre-defined parameter according to desired active power drooping
profile, e.g., when the grid frequency decreased by 0.5 Hz, the converter shall generate an additional
100% rated power to support the grid. J and K are considered as tuning parameters. Their impacts on
the dynamic of synchronverter are illustrated by pole-zero maps as shown in Figures 3 and 4 using the
symbol of blue cross according to (12).

Figure 3. The impact of J (increased from 0.06 to 6) and the introduced current lowpass filters on the
poles distribution of synchronverter system. Cross: poles without current lowpass filters. Asterisk:
poles with current lowpass filters.

151



Energies 2019, 12, 923

Figure 4. The impact of 1/K (increased from 0.075 to 7.5) and the introduced current lowpass filters on
the poles distribution of synchronverter system. Cross: poles without current lowpass filters. Asterisk:
poles with current lowpass filters.

It’s observed in Figures 3 and 4 that with the increase of J and 1/K, the poles are pushed to the
right half of the plain. It is also observed that a pair of conjugated poles at 50 Hz are damped weakly
and the situation becomes even worse when the control gain of reactive power (1/K) increases. Such a
limited stability margin could jeopardize the stable operation of synchronverter due to insufficient
noise rejection capability. Thus, there will be power ripples at the frequency of 50 Hz.

In order to eliminate the power ripples, two lowpass filters are applied to the current feeding
loop in the synchronverter. The filters are designed in the control dq frame, so the frequency of filter is
selected as 0 Hz. The filtered currents can be expressed as follows:

irf d =
1/ωc

s + 1/ωc
ird irf q =

1/ωc

s + 1/ωc
irq (16)

where ωc is the cutoff frequency. The grid frequency is likely to drift in the situation where
synchronverter is applied. Thus, in order to sufficiently reject noises higher than 50 Hz and leave
enough margin for grid frequency drift, the cut-off frequency is chosen as 16 Hz.

Equation (16) can also be expressed as follows:{
dirf d/dt =(ird − irf d)/ωc

dirf q/dt =(irq − irf q)/ωc
(17)

Considering (17), the state space model in (12) is modified accordingly as:{ ·
x f = A f x f +B f u
y = C f x f +D f u

(18)

where:
x f =

[
is
d, is

q, irf d, irf q, ωr, δ, ψ f

]T
(19)

The detailed expressions of Af, Bf, Cf and Df in (18) can be calculated by Matlab, which are very
complicated. Therefore, they are not presented for the conciseness of the paper.
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The effectiveness of the proposed lowpass filter based current feeding loops is also demonstrated
in Figures 3 and 4 using the symbol of green asterisk according to (18). It can be seen that the conjugated
poles of modified synchronverter at 50 Hz move to the left and are less sensitive to the increase of 1/K.

The effectiveness of the proposed filter based power ripple elimination method is illustrated by
the bode diagram of transfer function from [vd, vq]T to [Pe, Qe]T as shown in Figure 5. It’s observed
that compared with the conventional strategy, the peak gain from [vd, vq]T to the powers, which lies
at 50 Hz, is considerably reduced by adding the lowpass filter. Therefore, the power ripples caused
by the disturbance [vd, vq]T will be restrained effectively. In addition, the lowpass filter has limited
impact on the transfer function from reference [Pref, Qref]T to feedback [Pe, Qe]T, which indicates that
the lowpass filter has little impact on the power reference tracking of the conventional synchronverter.

Figure 5. Bode diagram illustrating noise rejection enhancement by adding lowpass filters.
Red: without lowpass filters. Blue: with lowpass filters.

3. Self-Synchronized Synchronverter in an Unbalanced Power Grid

3.1. Influence of Unbalanced Grid Voltage

The grid voltage and current have both the negative and positive sequence components when
the grid voltage becomes unbalanced, which will cause double frequency ripple components in the
reactive and active powers [20]. Power control of conventional synchronverter has limited bandwidth.
Thus, power ripples cannot be suppressed in unbalanced power grid, which will seriously affect the
control performance of the synchronverter.

In addition, the self-synchronization method proposed in [14] needs to generate a converter
voltage very close to the grid voltage in order to avoid the current rushing at the moment when the
converter is connected to the grid. However, when the grid voltage becomes unbalanced, the negative
sequence current components (−100 Hz in synchronous reference frame) cannot be damped in the
conventional synchronverter, which means that the converter voltage cannot precisely follow the grid
voltage. Therefore, it’s necessary to improve the conventional self-synchronized synchronverter in
unbalanced power grid to restrain the negative sequence current and further guarantee the precision
of the self-synchronization.

3.2. Modified Self-Synchronized Synchronverter

In the proposed modified self-synchronized synchronverter, the control scheme is expanded into
a higher dimensional multiple input multiple output (MIMO) system, i.e., output currents reference[

irdre f , irqre f

]T
are added into input vector u in (18). The output current references are set to zero.
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Then, suppressing double frequency current oscillations in synchronous reference frame is equivalent
to guaranteeing current reference tracking only at ±100 Hz. A SOGI based resonant controller is
adopted in order to realize this purpose in this paper. The transfer function of the resonant controller
is shown as:

HR(s) =
2krωcrs

s2 + 2ωcrs + ωs2 (20)

where kr is the gain parameter; ωcr is the cutoff frequency; ωs is the selected frequency (±100 Hz).
Since the grid frequency is likely to drift in the situation where synchronverter is applied, the cutoff
frequency ωcr shall not be too small [27]. In this paper, ωcr is chosen as 10 rad/s, so that the gain of
resonant controller is reduced to 0.77 times the nominal gain when the grid frequency is drifted by
0.5 Hz from the nominal 50 Hz.

The modified control diagram is shown in Figure 6. The inputs of resonant controller are the
errors between reference and feedback currents (virtual current in the self-synchronization mode, grid
current in the power-control mode) and the outputs of resonant controller are added to converter
voltage reference generated by power control part of synchronverter. The final converter voltage
reference er

f d and er
f q can be expressed as follows:

{
er

f d = er
cd + er

d = er
cd

er
f q = er

cq + er
q = er

cq − ωrψ f
(21)

where er
cd and er

cq are the outputs of the resonant controllers.
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Figure 6. Control diagram of the proposed self-synchronized synchronverter in unbalanced power grid.

It should be noted that the sum of the three phase virtual currents calculated by (4) will not be
zero in unbalanced power grid. Thus, the calculation process of the virtual currents is revised as (22):

iva =
ea − va

Lvs + Rv
ivb =

eb − vb
Lvs + Rv

ivc = −iva − ivb (22)
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To analyze the characteristics of the proposed strategy, the small signal model of synchronverter
needs to be expanded considering two extra resonant controllers. According to (20), the following
equations can be obtained:{

d2er
cd/dt2 + 2ωcrder

cd/dt+ω2
s er

cd =− 2krωcrdird/dt
d2er

cq/dt2 + 2ωcrder
cq/dt+ω2

s er
cq =− 2krωcrdirq/dt

(23)

Equation (23) can also be expressed as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
dγd1/dt =γd2
dγd2/dt =− 2ωcrγd2 − ω2

s γd1 − 2krωcrdird/dt
dγq1/dt =γq2

dγq2/dt =− 2ωcrγq2 − ω2
s γq1 − 2krωcrdirq/dt

(24)

where: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
γd1 = er

cd
γd2 = der

cd/dt
γq1 = er

cq
γq2 = der

cq/dt

(25)

Considering (21) and (24), the new state space can be expressed as follows:{ ·
xr = Arxr + Bru
y = Crxr + Dru

(26)

where xr includes additional states introduced by resonant controllers, which can be shown as follows:

xr =
[
is
d, is

q, irf d, irf q, ωr, δ, ψ f , γd1, γd2, γq1, γq2

]T
(27)

The detailed expressions of Ar, Br, Cr and Dr in (26) can be calculated by Matlab, which are very
complicated. Therefore, they are not presented for the conciseness of the paper.

Nevertheless, it needs to be clarified that because of the unbalanced power grid, there are
additional periodic components in the steady operation point. However, since the overall system
shows lowpass filter characteristic and limited unbalance degree, the modelling error caused by the
periodic components in steady state is acceptable [28].

The comparison of bode diagrams of both the conventional and modified synchronverter are
illustrated in Figure 7 according to (12) and (26). The red line in Figure 7 is the bode diagram of
conventional synchronverter and it’s observed that the magnitude of transfer function from [vd, vq]T

to
[
ird, irq

]T
at 100 Hz is much higher than 0 dB. It means that the negative sequence component in

unbalanced grid voltage will be amplified in the control system and finally results in large negative
sequence output current. The resonant controllers enable the synchronverter to have current reference
tracking capability at 100 Hz in synchronous reference frame because of the unity gain of the transfer

function from
[
irdre f , irqre f

]T
to
[
ird, irq

]T
at 100 Hz. After adding resonant controllers, the magnitude

of the transfer function from [vd, vq]T to
[
ird, irq

]T
at 100 Hz reduces significantly. This verifies the

effectiveness of proposed negative sequence current suppression strategy using a resonant controller.
In addition, the magnitude of transfer function from [vd, vq]T to [Pe, Qe]

T at 100 Hz also reduces
significantly, which means that the double frequency power ripples can also be reduced by using
resonant controller.
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Figure 7. Bode diagram illustrating the effect of proposed resonant controller. Blue line: modified
synchronverter with additional resonant controller. Red line: conventional synchronverter.

3.3. Parameter Design of The Resonant Controller

As the resonant controller has a wide resonance peak against frequency variation, the impact of
resonant controller to the system stability needs to be considered, and the resonant controller gain
kr needs to be designed properly. According to the analyses of power control loop demonstrated in
Section 2.2, the parameters D, J, 1/K are chosen as 100, 0.6, 0.75, respectively, and the bandwidth of
resonant controller is chosen as 10 rad/s. In order to investigate the influence of the parameter kr to
the stability of the control system, the pole-zero map of the modified synchronverter with different kr

is shown in Figure 8 according to Equation (26). In addition, to verify the effectiveness of the proposed
filter based power ripple elimination method in unbalanced power grid, the results with and without
the current lowpass filters are shown as blue asterisk and green cross, respectively.

It can be observed that two additional pairs of conjugate poles are added at around 100 Hz,
which are caused by resonant controllers. It can be seen from Figure 8 that the increasing kr will drive
the poles to the right, and too large kr may push the poles related to resonant controller to the right
half of the plane so that the system will become unstable. Moreover, Figure 8 also shows that the
current lowpass filter can make the poles at around 50 Hz move to the left, and it has very limited
impact on poles related to the resonant controller. Based on the analyses above, the control parameters
for the modified synchronverter can be selected as shown in Table 2, where all the parameters are
normalized values.
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kr

kr

kr

kr

Figure 8. The impact of kr (increased from 0 to 6.3) and the introduced current lowpass filters on the
poles distribution of synchronverter system. Cross: poles without current lowpass filters. Asterisk:
poles with current lowpass filters.

Table 2. Parameters of VSG system.

System Parameters Value

Virtual inertia J 0.6
Damping coefficient D 100

Excitation integral gain 1/K 0.75
Gain of resonant controller kr 1.86

4. Experimental Studies

4.1. Experimental Setup

Comparative experimental studies are conducted for the conventional and proposed
synchronverters in an unbalanced power grid. The experimental platform is set up as shown in
Figure 9. A TMS320F2812 Digital Signal Processor is used as the microprocessor. The unbalanced
grid voltages are simulated using a transformer by making one phase of the voltages drop to 80%.
The dc-bus voltage is assumed to be controlled as a constant value by the distributed generation
system. Parameters of the synchronverter are shown in Tables 1 and 2. The switching frequency and
sampling frequency are both set to 10 kHz. All the experimental results are shown in Figures 10–14.

4.2. Experimental Results

The dynamic responses of the conventional and proposed self-synchronized synchronverters
during the grid connection process are shown in Figure 10.

Before the grid connection, the voltage errors between the grid and converter voltages are shown
in α and β axes separately. And the voltage errors are changed to active and reactive powers when the
switch is closed to show the dynamic response of the powers. The voltage errors contain ripples in
the conventional synchronverter as shown in Figure 10a, which means that the synchronization is not
precise. Thus, the currents are very large when the switch is closed. Compared with the conventional
synchronverter, the voltage errors are effectively limited in the proposed synchronverter as shown
in Figure 10b. In addition, the grid currents are smaller and damped much faster after the switch
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is closed. Therefore, the converter can be connected to the grid more smoothly when the proposed
synchronverter is used in an unbalanced power grid.

Figure 9. The experimental platform.
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Figure 10. Dynamic responses during the grid connection process. (a) Conventional self-synchronized
synchronverter. (b) Proposed self-synchronized synchronverter.
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The steady-state power responses of the conventional and proposed synchronverters are shown
in Figure 11. The Total Harmonic Distribution (THD) analyses of grid currents are shown in Figure 12,
and the Fast Fourier Transform (FFT) analyses of active power are shown in Figure 13. In the
conventional synchronverter, there are negative (−50 Hz) and third sequence (150 Hz) components
in grid currents as shown in Figure 12a, and large ripples in both the reactive and active powers in
Figure 11a. Current harmonics are eliminated in the proposed synchronverter as shown in Figure 12b.
In addition, the power ripples are also effectively reduced in Figure 11b. Therefore, it can be concluded
that the resonant based synchronverter can achieve much better control performance in unbalanced
power grid compared with the conventional one.
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P

Q
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(b) 

P

Q
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(c) 

Figure 11. Steady-state responses. (a) Conventional synchronverter. (b) Proposed synchronverter
without filter. (c) Proposed synchronverter with filter.
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(a) 

 
(b) 

 
(c) 

Figure 12. Grid currents THD analyses. (a) Conventional synchronverter. (b) Proposed synchronverter
without filter. (c) Proposed synchronverter with filter.

 
(a) 
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(c) 

Figure 13. FFT analyses of active power. (a) Conventional synchronverter. (b) Proposed synchronverter
without filter. (c) Proposed synchronverter with filter.
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Figure 14. Active power step responses. (a) Proposed synchronverter without filter. (b) Proposed
synchronverter with filter.

Compared with Figure 11b, the proposed synchronverter with filter in Figure 11c can further
reduce the power ripples. It can be observed in Figure 13b that the power ripple components are
mainly concentrated on the multiples of the 50 Hz, which coincides with the theoretical analyses.
And the power ripples can be eliminated as shown in Figure 13c, which verifies the effectiveness of the
proposed power ripple elimination method.

Besides, the impact of proposed filter on the dynamic of power control is shown in Figure 14.
It’s observed that the active power step responses of the proposed synchronverters without and with
filter are almost identical, which verifies the analysis illustrated in Figure 5 that the filter doesn’t affect
the dynamic performance of the synchronverter.

5. Conclusions

A modified self-synchronized synchronverter has been proposed in this paper for unbalanced
power grids. Based on the small signal analyses, it is observed that the stability margin of the
conventional synchronverter around 50 Hz is very limited. Thus, a filter has been used to enhance the
stability and eliminate the power ripples. In addition, a resonant-based strategy has been proposed to
control the 100 Hz oscillations. Comparative experimental studies show that in the self-synchronized
mode, the proposed strategy can make the synchronization more precise and the grid connection
process smoother. In the power-control mode, the negative and third sequence harmonic components
in grid currents can be eliminated, and the power ripples can be restrained. In addition, the power
ripples can be further eliminated by the filter based method, and the dynamic control performance is
not affected by the filter.
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By employing the proposed strategy, the synchronverter can synchronize with the grid precisely
without PLL in an unbalanced power grid, and the quality of the powers and currents flowing into the
grid can be improved. Therefore, the stability of the grid can be supported by the renewable power
generation systems under both balanced and unbalanced grid conditions and the efficiency of the
generation systems can be increased because it does not need to disconnect from the grid under slight
grid fault conditions. These merits lay the foundation for the better application of the renewable power
generation in non-ideal power grid, which also lead to the great engineering practical and economic
potential of the proposed strategy.
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Nomenclature

v, e Grid, converter voltage vectors.
i, iv Grid, virtual current vectors.
ψ f Exciting flux linkage.
Pe, Qe Active, reactive electromagnetic powers.
R f , Rv Grid, virtual resistances.
L f , Lv Grid, virtual inductances.
ω1, ωr Synchronous, converter angular frequencies.
θ1, θr Synchronous, converter phase angles.
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Abstract: New paradigms in the modern power system should be introduced to student of electrical
engineering, or engineer in training, as early as possible. Besides class-room study, experimental exercise
may be introduced to help the student understand the concept of microgrid. One main challenge is the
power electronics converter, which connects the distributed energy source to the existing power grid.
This study modeled and developed a grid-connected inverter that is useful for providing a close to real
application for a student or engineer in training. This development is important for microgrid learning
to give practical perspective to the student. A grid-connected inverter for distributed generation was
developed at laboratory scale. The grid-connected inverter was developed modularly to make it easier
for the student to understand the basic concept of grid-connected inverter building blocks, as well as
its function as a whole. The developed grid-connected inverter was intended to be able to operate on
two different mode: grid-forming mode and grid-injecting mode. Experiments were conducted to verify
the results.

Keywords: inverter; grid-connected; microgrid; experiment; modules

1. Introduction

The concern of climate change leads to urgent calls to reduce greenhouse gas emissions. Electrical
energy sector offers easier and relatively faster implementation to reduce greenhouse gas emissions by
proposing utilization of renewable energy sources that other sectors such as transportation. Distributed
generation concept is sought to be the best way to incorporate renewable energy sources in our existing
power grid network, while also improving the grid quality [1,2]. Traditional renewable energy sources
for distributed generation power system include bio-mass, solar photovoltaic, fuel cell, and wind [3].
Besides those mentioned sources, distributed generation also proposes combined heat and power (CHP)
concept. CHP concept aims to improve our total energy efficiency by reducing and utilizing thermal losses
of energy production [4,5].

Distributed generation concept brings larger consequences that significant changes are inevitable in
the power system. Traditional power grid network has unidirectional energy transfer from the centralized
bulk power generating units to the customers. The consumers do not have any active contribution to the
power system by generating local energy sources because all power comes from the utility company [6].
Contrarily, distributed generation requires active bidirectional power delivery, either from the utility to the
consumer or the reverse in the case of the local generation producing excess energy. It needs adjustments
on several aspects of power system, such as energy business, reverse power transfer, voltage stabilization,

Energies 2019, 12, 476; doi:10.3390/en12030476 www.mdpi.com/journal/energies

164



Energies 2019, 12, 476

islanding scheme, etc. Distributed generation is an technological improvement, which should be able to
work together with the current traditional centralized system to obtain a reliable and sustainable power
system [5].

Microgrid is a special derivation of the distributed generation concept. Microgrid takes a system
approach that views distributed generation and its associated load as a “cell” or “subsystem” of a larger
power system network [7]. This approach allows local control of generation and load consumption,
thus reducing the central dispatch control [8]. Since this subsystem has characteristics normally found in
power systems but at a smaller size, the term microgrid is used [7]. Today, several microgrid testbeds are
developed, such as microgrid testbed by Consortium for Electric Reliability Technology Solutions (CERTS)
in U.S. [9]; Hachinohe, Aichi, and Kyoto Eco-Energy Project in Japan [10]; and many others.

Microgrid is an active distribution network. It is a distributed generation that utilizes renewable
energy sources to supply energy to the load at distribution voltage level. The advantage of using
distribution voltage level is the renewable energy sources do not need to have big capacity, rather
distributed but in smaller size. Since small capacity renewable energy sources are sufficient, microgrid
can utilize local energy potentials, which lead to energy independent communities. This point is a very
interesting feature of microgrid for developed countries, which still have remote areas without electricity.
Microgrid offers flexibility to be operated under two modes: interconnected and stand-alone from the main
power grid. Interconnection with the main grid is very important because of the intermittent characteristics
of renewable energy sources.

These new paradigms in the modern power system should be introduced to students as early
as possible. Besides class-room study, experimental exercises may be introduced to help students
to understand the concept of microgrid. One main challenge is the power electronics converter,
which connects the distributed energy source to the existing power grid. Power electronics converter plays
an important role to deliver power from the distributed energy source to the main grid. This research
is intended as the preliminary work on developing grid-connected inverter for microgrid learning.
The current target was to develop a grid-connected inverter that can control its power output, therefore
can be operated in two different modes: grid-forming mode and grid-injecting mode.

2. Grid-Connected Inverter

Grid-connected inverter is a special type of AC-DC converter, the output voltage of which is connected
to the available electrical grid. Contrary to applications such as Uninterruptible Power Supply (UPS) or
Adjustable Speed Drive (ASD), where AC-DC converter output is connected directly to the load (or electric
motor, in the case of ASD), grid-connected inverter is always connected to the electrical grid. Therefore,
grid-connected inverter should always produce output that meet the synchronization condition with the
electrical grid. Failing to meet the synchronization condition will make the AC-DC converter be in lost
synchronism state and no longer in grid connection. Grid-connected inverter can have either single-phase
or three-phase topology, however this section only discusses three-phase grid-connected inverter.

Figure 1 shows simple representation of grid-connected inverter concept. It is connected to the
AC grid through filter inductance L. The control block processes the desired output variables through
feedback from its terminal. It controls any kind of variables, such as output power, voltage, current,
or DC voltage, depending on the grid-connected inverter’s particular function. Synchronization block
senses and processes the grid’s variable into control block providing the necessary information to keep the
DC-AC converter synchronized with AC grid. This representation was the basic block of the proposed
experimental modules.
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Figure 1. Simple representation of grid-connected inverter.

3. Proposed Experimental Modules

3.1. Grid-Forming Mode Control

Grid-connected inverter generates constant magnitude and frequency of three-phase voltage under
grid-forming mode control [11]. This mode works when microgrid is not connected to the main grid, thus
it supplies its own local load from the renewable energy source. Figure 2 shows the complete grid-forming
mode control of grid-connected inverter. It consists of double-loop control of current and voltage control
section, voltage reference section, and measurement section. Voltage reference can be either internal or
external three-phase signal through dq transformation and PLL. This scheme generates three-phase voltage
v, which follows the voltage reference.
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Figure 2. Grid-forming control of grid-connected inverter.

To construct the grid-forming mode control of grid-connected inverter, several blocks should
be prepared.

3.1.1. dq Transformation

dq transformation, often called Park transformation, is a space vector transformation of three-phase
time-domain signals from a stationary phase coordinate system (abc) to a rotating coordinate system
(dq) [12]. The dq transform reduces three-phase AC quantities ( fa, fb, and fc) into two DC quantities ( fd
and fq). The DC quantities provide easier control or filtering process. Another advantage is that active and
reactive power can be controlled independently by using dq quantities.
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Power invariant formulation of dq transformation of any variable, f , of three-phase signals into dq
quantities can be expressed by Equation (1).

[
fd
fq

]
=

√
2
3

[
cos(θ) cos(θ − 2π

3 ) cos(θ + 2π
3 )

− sin(θ) − sin(θ − 2π
3 ) − sin(θ + 2π

3 )

] ⎡⎢⎣ fa

fb
fc

⎤⎥⎦ (1)

where θ is phase displacement between the rotating and fixed coordinate system at each time t.

3.1.2. Phase-Locked Loop (PLL)

Phase-locked loop (PLL) is a popular method for synchronizing utility network and grid-connected
power electronics converter [13,14]. In such kind of applications, PLL’s role is essential to provide accurate
and fast detection of utility phase angle for generating reference signal of grid-connected inverter.

The common method to realize PLL on three-phase system is by using synchronous frame PLL.
Figure 3 shows the block diagram of synchronous frame PLL. Instantaneous phase angle θ is detected by
synchronizing the reference frame with the vector of three-phase voltage (va, vb, and vc). To be locked
to the phase angle of utility voltage vector, the Proportional–Integral (PI) controller drives vq to be zero,
as given by the reference vq∗, which gives the angular speed quantities. Phase angle θ is simply obtained
by integrating the angular speed.

PI
∫

ω0

vq∗ = 0

vq

vd

va

vb

vc

dq

abc

θ

Figure 3. Block diagram of Phase-Locked Loop (PLL).

3.1.3. Current Control

Current control acts as inner loop section on the control of grid-connected inverter [15,16]. Figure 4
shows the block diagram of dq cross-decoupling current control scheme, where both id and iq are controlled

using independent PI controller to track reference values ire f
d and ire f

q , respectively. Output of PI controller,
together with the terminal voltage in dq and cross drop voltage in the inductor filter L, generates the
voltage references vre f

d−pwm and vre f
q−pwm. Those voltage references drive the Pulse Width Modulation (PWM)

to produce the corresponding command for the switches of the grid-connected inverter.

PI

vd

ωL

ωL

PI

ire f
d

ire f
q

id

iq

vq

vre f
d−pwm

vre f
q−pwm

Figure 4. Current control block diagram.
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3.1.4. Voltage Control

Voltage control acts as outer loop in the grid-forming mode of grid-connected inverter [17]. Figure 5a,b
shows independent control of voltage in dq frame by using two different PI controllers. PI controller tracks
the error between the reference voltage, vre f

d (or vre f
q ), and actual output voltage, vd (or vq). It generates

corresponding signal for the reference current controller (Section 3.1.3), which in turn determines the
required current of the grid-connected inverter.

In the grid-forming mode, the reference voltage can be obtained from either signal generator or
voltage sensor measurement through abc to dq transformation. Figure 6 shows the scheme of voltage
reference generation blocks. Signal generator receives input of frequency, f , and magnitude, V, to generate
three-phase signal reference. This block is mainly used when the grid-connected inverter is on stand-alone
operation supplying power to the local loads, thus it should provide stable output voltage.

The other method to generate voltage reference is by using three-phase measurement on voltage
sensor, and then transforming into the corresponding dq voltage reference. This method is suitable
when the grid-connected inverter is synchronized with the main grid, for which the synchronized set of
three-phase output needs to be produced by grid-connected inverter. Three-phase voltage of the main
grid on the point of synchronization is measured through voltage sensor, and then the phase angle is
detected by using PLL to obtain proper dq transformation angle. Voltage control tracks this set of reference
voltage, therefore it is expected that the output voltage of grid-connected inverter is synchronized with the
main grid.

PI
vre f

d

vd

ire f
d

(a) vd controller

PI
vre f

q

vq

ire f
q

(b) vq controller
Figure 5. Voltage control block diagram.
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Figure 6. Voltage reference generation scheme.

3.1.5. PWM Generation

Voltage references for PWM generated by current control, vre f
d−pwm and vre f

q−pwm, are still in dq frame.
However, the sinusoidal PWM method needs three modulating signal displaced 120◦ as its input values.
Therefore, the voltage references vre f

d−pwm and vre f
q−pwm should be transformed back to abc reference frame

by using inverse Park transformation. To ensure that the output of grid-connected inverter remains
synchronized with the desired voltage, the phase angle θ obtained from PLL in Figure 6 is used for the
inverse dq transformation. The results are three controlled reference signals, vc1, vc2, and vc3, for the PWM
block. Figure 7 shows the schematic of this PWM generation scheme.
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Figure 7. PWM generation scheme using dq transformation.

Other method is to use polar coordinate to transform PWM voltage references vre f
d−pwm and vre f

q−pwm
into magnitude m and phase angle δ. Angle θ from PLL is used to synchronize with the voltage reference,
therefore the signal generator block produces balanced three-phase reference voltage. For instance,
the phase A reference voltage is shown in Equation (2), while the other phases are obtained from phase A
by shifting it accordingly. Figure 8 shows this PWM generation scheme using polar transformation.

vc1 = m sin(θ) (2)

Signal
Gen.

vre f
d−pwm

PWM
vre f

q−pwm

θ vtri

S1 S4 S3 S6 S5 S2

vc1

vc2

vc3
x

y m

δ

Polar
Coordinate

Figure 8. PWM generation scheme using polar transformation,

3.2. Grid-Injecting Mode Control

Grid-injecting mode control operates when grid-connected inverter is connected with the main
grid, after successful synchronization process. During this mode, grid-connected inverter delivers the
controlled-power output to the main grid, while the bus voltage and frequency are maintained by the main
grid. Figure 9 shows the complete grid-injecting mode control of grid-connected inverter. Similar to the
grid-forming mode control, it consists of double-loop control of current and power control section, power
reference section, and measurement section. Grid-connected inverter operation can be either constant
power operation or droop power operation. This scheme generates output power, which follows the
desired power reference. For microgrid learning, this option allows students to more easily study the role
of grid-connected inverter in the modern power system. Constant power control is suitable for renewable
power system, which are passively connected to the system. The power delivered to the grid is held
constant, possibly provided by external maximum power point tracking (MPPT) control. The droop
control is also provided so the grid-connected inverter can actively play a role in supporting the grid.
This kind of control is required if the renewable power system should provide ancillary services to support
the voltage or frequency of the grid.
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Figure 9. Grid-injecting control of grid-connected inverter.

3.2.1. Power Control

Similar to the voltage control on grid-forming mode, power control acts as outer loop in the
grid-injecting mode of grid-connected inverter [16,17]. Figure 10a,b shows independent control of power
in dq frame by using two different PI controllers. PI controller tracks the error between the reference power,
Pre f , and actual output power, P. It generates corresponding signal for the reference of current controller,
which in turn determines the required current of the grid-connected inverter. A similar concept is also
applied for reactive power control through controlling Qre f and Q.

PI
Pre f

P

ire f
d

(a) P controller

PI
Qre f

Q

ire f
q

(b) Q controller
Figure 10. Power control block diagram.

3.2.2. Droop Power Control

Droop power control is originally applied in parallel operation of synchronous generator to ensure
equitable load sharing between generating units [18]. In the field of power electronics control, application
of droop control was started in the UPS [19]. Afterwards, droop power control is also applied in the power
control of renewable energy based-inverter for microgrid and distributed generation system [15,20,21].

The power flowing from sending side, A, to the receiving side, B, of Figure 11 can be expressed as
follows [22,23].

S = P + jQ = Vs I∗ (3)
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I � φ

Vs � 0 Vr � − δ

A BZ � ϕ
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Side
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Figure 11. Power flow from sending to receiving side.

Since the current flowing can be represented as I = Vs−Vr
Z , Equation (3) can also be represented as

S = Vs

(
Vs − Vr

Z

)∗
(4)

= Vs

(
Vs − Vrejδ

Ze−jϕ

)
(5)

=
V2

s
Z

ejϕ − VsVr

Z
e(jϕ+δ) (6)

Combining Equations (3) and (6), the active and reactive power can be obtained:

P =
V2

s
Z

cos(ϕ)− VsVr

Z
cos(ϕ + δ) (7)

Q =
V2

s
Z

sin(ϕ)− VsVr

Z
sin(ϕ + δ) (8)

Considering that Zejϕ = R + jX, Equations (7) and (8) can also expressed as

P =
Vs

R2 + X2 (R(Vs − Vr cos δ) + XVr sin δ) (9)

Q =
Vs

R2 + X2 (−RVr sin δ + X(Vs − Vr cos δ)) (10)

Combining and rearranging Equations (9) and (10) gives

Vr sin δ =
XP − RQ

Vs
(11)

Vs − Vr cos δ =
RP + XQ

Vs
(12)

In most cases, the reactance is much bigger than resistance, X � R, thus the resistance can be
neglected. If the power angle δ is also small enough, then by approximating, sin δ ≈ δ and cos δ ≈ 1.
Therefore, Equations (11) and (12) become

δ ≈ XP
VsVr

(13)

(Vr − Vs) ≈ XQ
Vs

(14)

Under previous considerations, Equations (13) and (14) show that power angle δ is proportional to
the active power P, while the voltage drop (Vr − Vs) is proportional to the reactive power Q. It means that
the δ can be controlled through P and Vr through Q. Since by controlling the frequency the power angle
is also controlled, by using relation on Equation (13) the real power flow has relation with the frequency.
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Frequency and the voltage magnitude can be controlled independently through active and reactive power
controlling. This concept is called droop power control, which can be represented as follows.

f − f0 = −kP(P − P0) (15)

V − V0 = −kQ(Q − Q0) (16)

where f0, V0, P0, and Q0 are rated frequency, voltage, active power, and reactive power, respectively. f , V,
P, and Q are the corresponding values obtained through droop regulation. Figure 12 shows the voltage
and frequency droop characteristics.

The droop power concept shown in Equations (15) and (16) can be applied in grid-injecting mode
control of grid-connected inverter to obtain power reference. It can be applied either to both frequency and
voltage droop or frequency droop only, thus grid-connected inverter is operated under unity power factor.

PP0

f0

f kP

(a) Frequency—power droop

V0

V

Q0 Q

kQ

(b) Voltage—reactive power
droop

Figure 12. Droop characteristics.

4. Experimental Verification

4.1. Grid-forming Mode Experiments

The experiment conducted on grid-connected inverter connected to the three-phase source to represent
infinite bus is shown in Figure 13. The details of developed control system is shown in Figure 14. The value
of inductor and load are shown in Table 1. These values were to ensure that the proposed system has high
X/R ratio (Approximately X/R = 22) so that Equations (15) and (16) were valid for the grid-injecting mode
experiments. A 50 V voltage was generated in the PCC side of the three-phase source, as shown in Figure
13, and then grid-connected inverter was run under voltage control mode. Both voltages at PCC side and
INV side were monitored. The complete experimental modules set-up is shown in Figure 15.

Figure 13. Experiment schematic for three-phase grid-connected operation.
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Figure 14. Control concept of grid-connected inverter.

Figure 15. Snapshot of the experimental set up.

Table 1. Experiment parameters.

Parameter Value

Capacity 1 kVA
DC voltage 337 V

L 33 mH
RL 1.4 Ω

RLoad 125 Ω

Figure 16 shows the experiment result of voltage control mode of grid-connected inverter. It can be
seen that the inverter generated voltage that followed both magnitude and phase angle of the reference
voltage at PCC bus. Voltage control mode was operated to build necessary voltage level and frequency
on the output of grid-connected inverter based on the reference obtained from the voltage of PCC bus.
Synchronization could be executed after voltages on INV and PCC bus had the same quantities in terms of
voltage magnitude, phase sequence, and frequency.

173



Energies 2019, 12, 476

Figure 16. Experiment result of voltage control mode of grid-connected inverter.

Synchronization of grid-connected inverter and three-phase source at 200 V can be seen in Figure 17a,
which shows the sequence during synchronization process. After the rms voltage reached the desired
voltage, in this case 200 V, the phase adjustment was conducted at point 2, and then synchronization was
executed at point 3. Instantaneous voltage at synchronization point 3 is shown at Figure 17b; it can be seen
that synchronization was executed smoothly at t_sync. Figure 18 shows snapshot of both terminal voltage
of grid-connected inverter and three-phase source after the synchronized operation. It can be seen that
both voltages were synchronized in terms of magnitude, phase angle, and frequency.

(a) Grid-connected inverter rms output voltage

(b) Grid-connected inverter instantaneous output voltage

Figure 17. Synchronization sequence on grid-connected inverter: (1) grid-connected inverter is started;
(2) phase-adjustment; and (3) synchronization.
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Figure 18. Output terminal voltage of grid-connected inverter and three-phase grid.

4.2. Grid-Injecting Mode Experiments

The same schematic (Figure 13) was used for this experiment. The grid-connected inverter was
changed into power control mode after successful synchronization with three-phase source grid. The target
was to control the output power of grid-connected inverter, which followed the given power reference
values.This experiment was conducted by setting four different reference values: 0.05 pu (50 W), 0.1 pu
(100 W), 0.15 pu (150 W), and 0.2 pu (200 W).

Figure 19 shows the results of constant power control on three-phase source connected experiment.
It can be seen that the power control worked well by providing the output power according to the given
reference values, as shown in Figure 19a. Since the grid-connected inverter was connected to strong
three-phase grid, the voltage at the INV bus and the frequency were relatively constant during the power
change conditions, as shown in Figure 19b,c. In contrast to the active power, the reactive power was
intentionally kept constant at zero during changes in active power to ensure that all of the active power
provided by the DC side was transferred to the grid side. Figure 20a,b shows the controlled reactive power
during changes in active power. The total harmonic distortion (THD) for voltage and current were 1.5%
and 11%, respectively, as shown in Figure 21a,b.

Another way to make grid-connected inverter actively involved in the power management of
microgrid distributed generation system is by using droop power control. In this method, grid-connected
inverter power control determines its output power by considering the frequency of the system and the
pre-determined droop slope. Therefore, the balance of power and frequency is obtained from the power
delivered by droop power control of grid connected inverter together with the droop characteristic of
other source, if any, in the microgrid distributed generation system.

To verify the droop power control, an experiment on grid-connected inverter synchronized with
synchronous generator was conducted. The synchronous generator was chosen because the frequency is
easy to fluctuate compared to the stiff three-phase source grid connection. The grid-connected inverter
was equipped with droop power control in response of changing on the load demand side. The observed
case in this experiment had variable kP of 5%. To provide easy comparison, in this experiment, the load
demand was also changed from 150 W to 100 W.
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(a) Grid-connected inverter output power

(b) Frequency of the system

(c) Voltage at PCC bus

Figure 19. Experiment results of constant power control on three-phase grid-connected operation.

(a) Controlled active power

(b) Controlled reactive power

Figure 20. Active and reactive power control performance.
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(a) Inverter output voltage THD

(b) Inverter output current THD

Figure 21. Voltage and current total harmonic distortion (THD) level.

Figure 22 shows the results of experiment of 5% droop slope. Following the load demand change,
the grid-connected inverter reduced its output power while the synchronous generator kept its output
power constant, the result being that the frequency could be kept constant, as shown in Figure 22c.
Figure 22a shows that synchronous generator was constant during load demand change because the
inherent droop characteristic of synchronous generator was less flat compared to the droop characteristic
of grid-connected inverter.

(a) Grid-connected inverter and synchronous generator
output power

(b) Load power demand

(c) Frequency of the system

Figure 22. Cont.
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(d) Voltage at PCC bus

Figure 22. Experiment results of droop power control on synchronous generator connected operation.

5. Conclusions

A grid-connected inverter for distributed generation was developed at laboratory scale. This device
was equipped with voltage control, power control, and synchronization control. Therefore, it can be used
as grid-forming or grid-injecting inverter on microgrid power system. Voltage control under grid-forming
mode could generate stable three-phase output voltage from internal or external voltage reference. Power
control under grid-injecting mode could generate stable output power, under both constant power reference
or droop power regulation. Experiments were conducted to verify the results.
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Abstract: The Energy Internet is an inevitable trend of the development of electric power system
in the future. With the development of microgrids and distributed generation (DG), the structure
and operation mode of power systems are gradually changing. Energy routers are considered as key
technology equipment for the development of the Energy Internet. This paper mainly studies the
control of the LAN-level energy router, and discusses the structure and components of the energy
router. For better control of the power transmission of an energy router, the energy routing control
strategy for an integrated microgrid, including photovoltaic (PV) energy, battery-energy storage and
electric vehicles (EVs) is studied. The front stage DC/DC converter of the PV system uses maximum
power point tracking (MPPT) control. The constant current control is used by the bidirectional
DC/DC converter of the battery-energy storage system and the EV system when they discharge.
The DC/AC inverters adopt constant reactive power and constant DC voltage control. Constant
current constant voltage control is adopted when an EV is charged. The control strategy model
is simulated by Simulink, and the simulation results verify the feasibility and effectiveness of the
proposed control strategy. The DG could generate reactive power according to the system instructions
and ensure the stable output of the DC voltage of the energy router.

Keywords: Energy Internet; energy router; microgrid; electric vehicle; PV; battery-energy storage

1. Introduction

In the third industrial revolution, Rifkin, an American economist, proposes the concept of Energy
Internet and mainly describes the application of the Energy Internet in the future [1,2], which has drawn
worldwide attention and studies [3,4]. With the continuous development of Internet+, microgrid,
renewable energy and DG, the structure and operation mode of the traditional power system are
gradually changing [5–7].

The Energy Internet is a new generation of intelligent network, having electric power information
as its core. The energy domain and information technologies interact with each other and then make
efficient use of different energy sources [8–10]. The Energy Internet is characterized by networking and
distribution, and various international research organizations have done a lot of research works based
on different needs and conditions. Germany has proposed the concept of E-Energy and the Energy
Internet plan, and studied the system design and management mode [11]. The Future Renewable
Electric Energy Delivery and Management (FREEDM) has proposed the concept of energy router and
designed energy routers based on solid state transformers (SSTs). The energy router is considered as
the infrastructure for building the future energy Internet [12]. Japan’s “Digital Power Grid Alliance”
manages and dispatches the electric energy in the corresponding region based on a “Digital Power
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Grid Router” [13]. In China’s Energy Internet project, the large power grid is regarded as the backbone
WAN and the microgrid as the local area network LAN. All components are connected through
integrated information energy switching equipment [14]. Almost all of the above Energy Internet
prototypes contain energy routers or power routers, indicating that energy routers are one of the
key technologies of the Energy Internet [15,16]. Therefore, the Energy Internet is also defined as a
multi-level distributed energy sharing complex network based on energy routers and energy LANs
(units) with the microgrid as its basic structure [17]. The Energy Internet architecture based on energy
routers is shown in Figure 1.

Figure 1. The Energy Internet architecture based on energy routers.

As the main component of the Energy Internet, the energy router has comprehensive functions
such as energy-exchange, communication and energy management [18]. At present, energy router
research is still in a primary stage. The aim of this paper is to study the control of a LAN-level energy
router. This paper discusses the structure and compositions of the energy router, and focuses on the
energy transmission control strategy of the energy router for different distributed generations, such as
PV, battery-energy storage and EVs. The energy routing models of PV, energy storage and EVs are
established and simulated by Simulink. The simulation results verify the feasibility and effectiveness
of the proposed control strategy. The DG could generate reactive power according to the system
instructions and ensure the stable output of the DC voltage of the energy router. The structure of the
paper is as follows: in Section 2, related work is presented. The architecture of the energy router is
described in Section 3. The energy routing control strategy is described in Section 4. The simulation
and results are presented in Section 5. Finally, Section 6 gives the conclusions.

2. Related Work

At present, energy router research is still in a primary stage. In [19], a distributed power routing
control strategy based on the Dijkstra algorithm method for the management and coordination control
of power flow in energy routers was put forward. A three-layer tree architecture of an intelligent
distributed energy network based on the multi-energy router concept is drawn in [20], where the
typical characteristics of the energy router are summarized and analyzed. In [21], the authors presented
the main circuit structure of a multi-interface energy router based on a power electronic converter
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and introduce the control strategy of each module of an energy router. A distributed energy router is
designed in [22] and its control mode is designed to ensure the stability of AC and DC buses. However,
different DGs have different characteristics and requirements. The common DGs are wind power,
PV, energy storage and EVs [23,24]. The PV power generation has the characteristics of randomness,
volatility and weak reactive power support [25]. Theories show that distributed energy storage is
an effective approach to solve the problems of PV mentioned above [26,27]. EVs are controllable in
time and mobile in space. They could be used as micro sources (V2G) to release electric energy. They
could also be used as a load (charging), which is inserted into the grid to store electricity [28–30].
In fact, energy routers need to ensure the normal operation and quality of the power grid, but it is also
important to ensure the reasonable flow of distributed energy, meet the load demand and control the
correct and safe energy flow intelligently.

This paper mainly studies the control of a LAN-level energy router, discusses the structure and
compositions of the energy router, and focuses on the energy transmission control strategy of the
energy router for different distributed generations, such as PV, battery-energy storage and EVs.

3. The Architecture of the Energy Router

Since the development trend of energy routers is to combine the energy interface layer of the
unified regional energy LAN with the distributed generation, the energy router needs various types
of energy input interfaces and corresponding control loops. The architecture of an energy router is
shown in Figure 2.

Figure 2. The architecture of an energy router.

The energy router can be divided into three parts: the control part, the energy transmission
loop and the Internet communication unit. The energy router network information unit has the
functions of receiving Internet information, collecting and processing data, data analysis, prediction,
interaction and decision-making. The energy transmission layer and control part work according to
different requirements. The three parts interact and ultimately achieve high efficiency and safety of
energy utilization.

182



Energies 2019, 12, 302

In terms of the energy routing control, different control methods are adopted for different DGs.
The PV system uses the unidirectional DC/DC converter to achieve one-way flow of power, at the
same time to realize MPPT. A bidirectional DC/DC converter is used for the battery-energy storage
system and EV system when they discharge. The DC/AC inverter of the AC side adopts constant
reactive power and constant DC voltage control, which enables the PV, battery-energy storage and EVs
to generate reactive power according to the grid instructions and ensure stable output of DC voltage
of energy router. The constant current constant voltage control is adopted when an EV is charged.
The energy routing models of PV, energy storage and the EVs are established and simulated based
on Simulink.

4. The Energy Routing Control Strategy

4.1. EV and PV Battery-Energy Storage Power System

In order to study the energy routing strategy for the integrated microgrid, including PV,
battery-energy storage and EVs, their structures are designed in this paper as shown in Figure 3,
which includes a PV system, battery-energy storage system, EV system, load and the inverter control
systems of each system.

Figure 3. Structure of a photovoltaic (PV) battery-energy storage hybrid power system with EVs.

In Figure 3, S1, S2 and VD1, VD2 are the switches and diodes. Lpv, LEV , Lbat are the boost/buck
circuit inductances of the PV system, energy storage system and EV system, respectively. Cdc.pv, Cdc.EV ,
Cdc.bat are their DC capacitances, respectively. Vdc.pv, Vdc.bat, Vdc.EV are the DC voltages. The Cpv is the
boost circuit capacitances of PV. L1, L2, L3 are the converter reactors. Load1, Load2, Load3 are the
loads of system. ic1, ic2, ic3, iD3, iD2 and iD1 are the currents of the diode and DC capacitances. RL1,
RL2, RL3 are the grid-connected capacitors and inductances.

4.2. Energy Routing Control Strategy of PV System

The power generation control system of PV is divided into two control subsystems, which are
unidirectional DC/DC and DC/AC, respectively. The control goals of PV system are to achieve
the MPPT operation of the PV array, stabilize the converter DC voltage and output reactive power
according to the system instruction.
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4.2.1. Unidirectional DC/DC Control Strategy

The front-stage converter of the PV power generation control system adopts unidirectional
DC/DC control to realize one-way power flow and simultaneously realize MPPT control. The DC/DC
converter realizes input and output voltages control by adjusting the duty cycle of insulated-gate
bipolar transistor (IGBT). The principle of PV front-stage DC/DC control is shown in Figure 4. IPV is
the current of PV array, VPV is the DC voltage of the PV array.

Figure 4. The principle of PV front-stage DC/DC control.

MPPT refers to the tracking and control of DGs, so that the maximum power output can be
obtained in all circumstances. The common MPPT methods of PV arrays are the constant voltage
method, disturbance observation method, and incremental conductance method. There is a maximum
power point when a PV array operates under certain conditions. The main principle of the disturbance
observation method is to apply a periodic constant step disturbance to the output voltage of PV array
ΔV (or a constant step disturbance to the output current of the PV array ΔI). If the ΔP is positive,
it means the working point voltage is less than the maximum power point voltage, and the disturbance
in the original direction will continue to increase. Otherwise, the working point voltage will be larger
than the maximum power point, and a negative direction will be added. The working point of the PV
cell will be kept close to the MPPT. In this paper, the PV power generation system uses disturbance
observation which is the most commonly used method.

Figure 5. Maximum power point tracking (MPPT) algorithm program based on disturbance observation.

In this way, by referring to a self-optimizing search program, which is shown in Figure 5,
the constant step length disturbance is added to the PV output voltage. The change of current
and pre-change power is compared in real time, so that PV array can work at the maximum power
point as much as possible.
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4.2.2. DC/AC Control Strategy

In Figure 6, the PV power generation inverter adopts double loop control, the outer ring is
constant DC voltage and constant reactive power control, the inner ring is current control. Vq.grid.ref
and Vd.grid.ref are respectively the instruction values of the d and q axis components of the grid side
voltage. Vdc.pv is the output voltage actual value of the unidirectional DC/DC converter of PV, Qgrid1

is the reactive power actual value of the grid. They are the input of outer ring value of the inverter
control system, and are compared respectively with the DC voltage instruction value of PV Vdc.pv.ref
and network side reactive power instruction value Qgrid1.ref .

Figure 6. Control principle of PV power generation inverter.

The input current instruction value of PV Id.pv.ref and Iq.pv.ref are obtained through the outer loop
proportional integral (PI) controller for synchronous rotating coordinate system under the current
inner loop controller. After coordinate transformation, the d, q components of the grid side DC current
Id.grid1 and Iq.grid1 are obtained, and they are compared with their instruction value of corresponding
current d and q components Id.grid1.ref and Iq.grid1.ref . The six PWM trigger pulses are obtained through
PI controller and PWM modulation of the inner loop. Finally, IGBT is controlled to realize non-static
adjustment of constant DC voltage and constant reactive power. The space vector pulse width
modulation (SVPWM) modulation is adopted in this paper, and inductance capacitance (LC) filtering
method is used to suppress the current harmonic generated by it in order to make it work normally.

4.3. Energy Routing Control Strategy of Battery-Energy Storage System

The battery-energy storage power generation control system is divided into two control
subsystems, which are bidirectional DC/DC converter and DC/AC inverter. Its goals are:

• achieving two-way flow of power in battery-energy storage system
• achieving constant reactive power control
• achieving constant DC voltage control

In Figure 7, the front stage converter of energy storage adopts directional DC/DC, which could
increase the voltage or decrease the voltage. It is mainly composed of the inductance Lbat, capacitor
Cbat, IGBT switches S1, S2, diode VD1 and VD2.
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Figure 7. The circuit topology of Buck-Boost converter.

By controlling the conduction ratio of PWM to achieve its switches on and off. The output voltages,
the duty ratio of the two switch tubes are set as V1, V2 and D1, D2 respectively, the relation of them as
shown in Equation (1):

V1

V2
=

1 − D2

D1
(1)

When the charge-discharge current instruction value Ibat.ref shown in Figure 6 is positive,
the bidirectional DC/DC is in the boost state. Otherwise, the bidirectional DC/DC is in the buck state.

Figure 8 is the schematic diagram of the battery-energy storage control system. It consists of a
bidirectional DC/DC converter control and inverter control. The principle of the bidirectional DC/DC
control has been explained previously, the inverter is controlled by dual closed-loop control of voltage
and current.

Figure 8. The schematic diagram of battery-energy storage control system.

Vdc.bat is the actual DC voltage on the DC side of the inverter of the battery-energy storage system,
Qgrid2 is the actual reactive power on the grid side of the grid. They are respectively controlled by
the voltage outer ring and the power outer ring, and then the instruction values of d and q axis of
current control Id.bat.ref and Iq.bat.ref are obtained. The current collected by the grid Il is transformed
through coordinate transformation to obtain DC/AC inverter of d and q components of AC side
current Id.l, Iq.l. The Id.l and Iq.l are compared with Id.bat.ref and Iq.bat.ref, respectively, and the PWM
trigger pulse is obtained through the current controller, which ensures the non-static adjustment of DC
voltage/reactive power.
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4.4. Energy Routing Control Strategy of EVs

When the EV is a micro source (V2G), it adopts the same control strategy as a battery-energy
storage control system, with bidirectional DC/DC control at the front stage and constant DC voltage
constant reactive power of DC/AC inverter control at the after stage.

At present, lithium ion batteries are widely used in EVs. When the EV in this paper is used as
system load (charging), its charging control mode needs to consider the characteristics of lithium ion
batteries. The control purposes of EV charging machines are to improve the charging efficiency of the
battery, shorten the charging time and extend the battery service life. As we all know, shortening the
charging time will lead to a sharp decline in battery life, therefore, the charging time and battery life of
EV should be considered comprehensively. This control strategy, mainly including AC/DC inverter
voltage stability control, DC/DC buck chopper constant current control and DC/DC buck chopper
constant voltage control, is shown in Table 1.

Table 1. Control strategy of charging machine.

EV AC/DC Part DC/DC Part

Control mode Constant DC voltage Constant current constant voltage

The control principle of the AC/DC inverter is same as that of discharge. Two different control
modules of constant current and constant pressure are established on the DC/DC control side
respectively. The switching of constant current and constant voltage charging mode is realized
according to the battery terminal voltage. The current loop PI control is adopted in the constant current
stage. By changing the duty cycle ratio, the on-off of the switch tube is controlled and the output
current is kept constant. The control structure of the inverter is shown in Figure 9.

Figure 9. The structure of constant current control.

Constant voltage control adopts double closed loop control of the external power battery terminal
voltage and internal inductance current. The current inner loop is to control according to the current
instruction output by the voltage of the outer loop, and improve the dynamic response of the
system. The outer voltage loop is used to maintain the stability of the power battery terminal voltage.
The inverter control structure shown in Figure 10.

Figure 10. The structure of constant voltage control.
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5. Simulation and Results

In order to verify the effectiveness of the control strategy proposed in this paper, a simulation
study is carried out. In this paper, a complete simulation structure diagram of the energy routing
control of the PV, battery-energy storage and EV system is built under Simulink. The simulation
parameters are shown in Tables 2–4.

Table 2. Simulation parameters of the PV system.

Meaning and Unit Number Meaning and Unit Number PI Parameters Number

Parallel number of the PV array 48 DC voltage of inverter Vdc.pv.ref/V 800 KP1 2
Series number the PV array 10 Sampling frequency/kHZ 1000 Ki1 100

Short-circuit current/A 60.9 Boost circuit capacitance Cpv/μF 60 × 103 KP2 1200
Open-circuit voltage/V 853.1 Boost circuit inductance Lpv/mH 50 × 10−3 Ki2 1

Optimum operating voltage/V 729.1 DC container Cdc.pv/μF 750 KP3 1
Optimum operating voltage/A 273.1 Converter reactor L1/mH 1 Ki3 50

Rated power/kW 199.1 The cycle of PWM 10 × 10−3 KP4 20
Load1/MW + MVar 0.02 + 0.02 - - Ki4 20

Table 3. Simulation parameters of the battery-energy storage system.

Meaning and Unit Number PI Parameters Number

DC voltage of inverter Vdc.bat.ref/V 800 KP1 2
Rated voltage of energy storage battery/V 400 Ki1 100

Rated capacity of energy storage battery/Ah 200 KP2 1000
Initial state of charge (SOC) of the energy storage battery/% 50 Ki2 1

Charge discharge current/A ±110 KP3 1
Start time of bidirectional DC/DC converter/s 0.05 Ki3 50

Sampling frequency/kHZ 1000 KP4 20
Boost/Buck circuit inductance Lbat/mH 5 Ki4 20

DC container Cdc.bat/μF 2200 - -
Converter reactor L2/mH 2 - -

The cycle of PWM 10 × 10−3 - -
Load2/MW + MVar 0.02 + 0.02 - -

Table 4. Simulation parameters of the EV system.

Meaning and Unit Number PI Parameters Number

DC voltage of inverter Vdc.bat.ref/V 800 KP1 2
Rated voltage of EV/V 400 Ki1 100

Rated capacity of EV/Ah 200 KP2 1000
Initial state of charge (SOC) of the EV/% 50 Ki2 1

Charge discharge current/A ±110 KP3 1
Termination voltage at constant current charging stage/V 440 Ki3 50

Start time of bidirectional DC/DC converter/s 0.05 KP4 20
Sampling frequency/kHZ 1000 Ki4 20

Boost circuit inductance Lbat/mH 5 - -
DC container Cdc.bat/μF 2200 - -

Converter reactor L2/mH 2 - -
The cycle of PWM 10 × 10−3 - -

Load3/MW + MVar 0.02 + 0.02 - -

5.1. Example 1: The Reactive Power Instruction Values of PV, Battery-Energy Storage and EV Are all 0 Var

Figure 11 shows the PV simulation results when the reactive power instruction values of PV,
battery-energy storage and EV are all 0 Var. As seen in Figure 11a, the initial temperature of the PV
array is stable at about 25 ◦C. As depicted in Figure 11b, the light intensity of the PV array decreases at
around 1s and increases back to the original state at around 3 s.
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Figure 11. The simulation results of PV. (a) the initial temperature of the PV array. (b) the initial
conditions of the light intensity of PV array. (c) the active power of PV. (d) the reactive power of PV.
(e) the DC voltage of PV.

In Figure 11c, the active power output of PV array has the same change trend, falling at around 1 s
and increasing back to the original state at around 3 s. Therefore, the PV array has realized the MPPT
operation under the control of DC/DC. The variation of active power output is smooth and this reduces
the impact on the system. The reactive power of the AC side of the PV inverter is stable at 0 Var as
shown in Figure 11d. Figure 11e shows that the DC voltage of the inverter can be stabilized at around
800 V, which is the same as the instruction value of the grid side. As a power grid power source, PV has
characteristics of uncertainty and randomness. The constant reactive power and constant DC voltage
control strategy of DC/AC inverter used in this paper, is able to achieve the function of releasing
reactive power according to the power grid instructions, stabilizing DC voltage and stabilizing the
active power.

Figure 12a–f are the battery-energy storage results. The reactive power of the battery-energy
storage could well track its instruction value shows Figure 12b, which is about 0 Var. As shown in
Figure 12c, the DC voltage at the inverter side could track well its instruction value that is 800 V.
The active power of it could stabilize the output as shown in Figure 12a. As depicted in Figure 12d–f,
the bidirectional DC/DC converter of battery-energy storage adopts the constant current discharge
control method, and the discharge current is basically kept at around 112 A as shown in Figure 12d.
The discharge voltage is slightly reduced is shown in Figure 12e and the charge capacity of the battery
decreases uniformly is shown in Figure 12f. The battery-energy storage could be controlled by constant
DC voltage constant reactive power and the mode of constant current, which can realize stable output
of the reactive power and active power, thus ensure the stable operation of the power grid. Figure 12g–i
are the simulation results of EV. It can be seen that under the control of constant reactive power and
constant DC voltage of energy router, EV could also be connected to the network stably.
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Figure 12. The simulation results of battery-energy storage and electric vehicle (EV). (a) the active
power of battery-energy storage. (b) the reactive power of battery-energy storage. (c) the DC voltage of
battery-energy storage. (d) the discharge current of battery-energy storage. (e) the discharge voltage of
battery-energy storage. (f) the state of charge (SOC) of battery-energy storage. (g) the active power of
EV. (h)the reactive power of EV. (i) the DC voltage of EV.

Figure 13 shows the active and reactive power generated by the grid. The active and reactive load
of this system are respectively 0.06 MW and 0.06 MVar. The active power generated by the grid makes
up for the demand of active power load as shown in Figure 13a Since the reactive power instruction
values of the DG are all 0 Var, the reactive power of the system is provided by the grid, as shown in
Figure 13b.

Figure 13. (a) active power of grid. (b) reactive power of grid.
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5.2. Example 2: The Reactive Power Instruction Values of PV, Battery-Energy Storage and EV Are Respectively
10,000 Var, 20,000 Var and 0 Var

Figure 14 shows the PV simulation results. The reactive power instruction values of the PV,
battery-energy storage and EV are respectively 10,000 Var, 20,000 Var, and 0 Var. As shown in
Figure 14a, the initial temperature of the PV array is stable at about 25 ◦C.

Figure 14. The simulation results of PV. (a) the initial temperature of the PV array. (b) the initial
conditions of light intensity of PV array. (c) the active power of PV. (d) the reactive power of PV. (e) DC
voltage of PV.

As depicted in Figure 14b, the light intensity of the PV array decreased at around 1 s and increased
back to the original state at around 3 s. In Figure 14c, the active power output of the PV array has
the same change trend, and falls at around 1 s and increases back to the original state at around 3 s,
therefore the PV array has realized the MPPT operation under the control of DC/DC. The variation
of active power output is smooth and reduces the impact on the system. The reactive power of the
AC side of the PV inverter is stable at 10,000 Var, as shown in Figure 14d. Figure 14e shows that
the DC voltage of the inverter can be stabilized at around 800 V, which is the same as the reactive
power and DC voltage instruction value of the grid side. As a power source of the power grid, PV
has characteristics of uncertainty and randomness. The constant reactive power constant DC voltage
control strategy of DC/AC inverter used in this paper can achieve the function of releasing reactive
power according to the instruction of power grid, stabilizing DC voltage, and then stabilizing the
active power.

Figure 15a–f are the battery-energy storage results. As shown in Figure 15b the reactive power of
the battery-energy storage could track well its instruction value, which is about 20,000 Var. As shown
in Figure 15c, the DC voltage at the inverter side could track well its instruction value, which is 800 V.
The active power could be stabilized as shown in Figure 15a. The bidirectional DC/DC converter of
battery-energy storage adopts the constant current discharge control method, the discharge current is
basically kept at around 115 A as shown in Figure 15d, the discharge voltage is slightly reduced as
shown in Figure 15e and the charge capacity of the battery decreases uniformly as shown in Figure 15f.
The battery-energy storage could generate stable reactive power and active power, which ensure the
stable operation of the power grid under the control of constant DC voltage constant reactive power
and the mode of constant current. Figure 15g,h are the EV simulation results where the reactive power
of the EV is about 0 Var and the DC voltage of the EV is about 800 V which are the same as their
instruction values. It can be seen that under the control of constant reactive power constant DC voltage
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of energy router, the EV could be connected as a distributed power source to the grid and ensure the
stability of the power grid.

Figure 15. The simulation results of battery-energy storage and EV. (a) the active power of
battery-energy storage. (b) the reactive power of battery-energy storage. (c) the DC voltage of
battery-energy storage. (d) the discharge current of battery-energy storage. (e) the discharge voltage
of battery-energy storage. (f) the SOC of battery-energy storage. (g) the active power of EV. (h) the
reactive power of EV. (i) the DC voltage of EV.

Figure 16 shows the active and reactive power generated by the grid. The active and reactive load
of this system are respectively 0.06 MW and 0.06 MVar. The active power generated by the grid makes
up for the demand of active power load as shown in Figure 16a. Since the reactive power instruction
values of the DG are respectively 10,000 Var, 20,000 Var, 0 Var., the rest of the reactive power of the
system is provided by the grid. As shown in Figure 16b, the reactive power of grid is about 30,000 Var.

Figure 16. (a) active power of grid. (b) reactive power of grid.
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5.3. Example 3: EV Charging

Figure 17 shows the simulation results of the EV when it is the load of the grid. The constant
current and constant voltage are adopted when the EV is charged. The constant current charging
current is 10 A, and the constant voltage charging voltage is 440 V. It can be seen from Figure 17a,b,
that a constant current is adopted at the beginning stage, and this constant current is 110 A. With the
deepening of charging, the battery voltage gradually increases to 440 V, and the charging machine is
switched to the constant voltage charging mode. The constant current charging time is 8 s. After 8 s,
the terminal voltage of the power battery remains at 440 V, the charging current gradually decreases
and enters the trickling charging stage. The battery continues to be charged. It can be seen from
Figure 17c,d that the charge capacity of the power battery increases faster in the constant current
stage, while the charge capacity increases slowly in the constant voltage stage due to the reduction of
charging current. The intermediate voltage of AC/DC inverter remains stable after charging, which
verifies the effectiveness of the control strategy of constant voltage and constant current charging of
the power battery.

 

Figure 17. The simulation results of EV charging. (a) Charging current of EV. (b) Charging voltage of
EV. (c) SOC of EV. (d) DC voltage of EV

6. Conclusions

This paper mainly studies the control of a LAN-level energy router, discusses the structure and
components of the energy router, and focuses on the energy transmission control strategy of the energy
router for different distributed generations. The models of EV, PV and battery-energy storage are
established respectively by using Simulink. Three examples are simulated to verify the effectiveness
of the control strategy. The examples are the reactive power instruction values of DGs are all 0 Var;
the reactive power instruction values of PV, battery-energy storage and EV are respectively 10,000 Var,
20,000 Var and 0 Var; and EV charging.

The simulation results show that the control method of the PV system could realize MPPT, and
the EV system could achieve constant voltage and constant current control when it is charging. The EV,
PV and battery-energy storage could release reactive power according to the instructions of the grid.
The DC voltages of DGs could be well controlled and stabilized. The normal operation and quality of
the power grid be achieved under the control of the energy router while maintaining the reasonable
flow of distributed energy and safe intelligent energy flow. The limitation of this work is that the control
model of the energy router lacks any interaction with the communication and decision-making part of
the power system. In fact, the control of the energy router needs to interact with the communication
part in real time, which can be further studied and combined in the future.
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Abstract: The dynamics of a general class of weakly nonlinear oscillators can be used to control power
converters to create a self-forming AC network of distributed generators. Many control stability
results for these “virtual” oscillators consider the interaction of voltage-source converters, but most
practical converters use a nested current loop. This paper develops a general method to extend
voltage-source stability results to current-controlled converters using a virtual admittance. A fast
current control loop allows a singular perturbations analysis to demonstrate the equivalence of the
two. This virtual admittance can also manipulate load sharing between converters without changing
the core nonlinear dynamics. In addition, Virtual Oscillator Control is experimentally demonstrated
with three-phase voltage-sourced and current-controlled inverters. This validates the equivalence of
the two formulations, and extends previous single phase testing into three phases. The extension to
current-controlled converters enhances safety and increases the breadth of applications for existing
control methods.

Keywords: coupled oscillators; virtual impedance; synchronization; power converters; droop control;
virtual admittance; distributed generation; energy; renewable energy; microgrids

1. Introduction

1.1. Motivation

The increasing penetration of power converters has raised new problems and opportunities in
the control of small power systems and microgrids [1–3]. Power conversion decouples the physical
dynamics of generators and loads from the rest of the system, allowing almost any set of dynamics to
be substituted. Converter dynamics can be designed to facilitate load sharing, synchronization, and
voltage and frequency regulation among multiple generators in both AC and DC power systems [4].

Historically, inverters would connect to an existing stiff AC power grid where a synchronous
machine established the voltage and frequency. The proliferation of distributed generation and
renewable energy has spurred interest in “grid forming” controls that can create a functioning AC
power system using only power converters. However, the synchronous machines that comprise
a standard power system have well-understood dynamics that serve to create an oscillating AC
waveform and synchronize multiple power sources [5].

This innate feature of synchronous machines must be replaced by power converters. As a simple
approach, the converters may have their own sinusoidal reference voltage generation, somewhat
similar to the traditional Phase Lock Loop controls used with existing AC grids [6]. Alternatively,
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a synchronous machine’s dynamics can be simulated in software to produce a “Virtual synchronous
machine” that uses tunable virtual parameters [7] to create the desired system dynamics including
droop [8], frequency dynamics [9,10], and damping [11].

1.2. Approach

This paper focuses on an entirely separate method, a class of weakly nonlinear Liénard oscillators
that form nearly sinusoidal stable limit cycles when simulated in software. They take the general form
of a resonant linear oscillator with weakly nonlinear forcing terms, as ẍ + f (x)ẋ + g(x) = 0 [12,13].
Theoretical analysis has shown that coupled networks of these oscillators can produce the desired AC
system behaviors including synchronization, stability, power sharing, and droop [14–16]. This general
approach is termed virtual oscillator control (VOC) [12,13,17–19] because the oscillator dynamics are
simulated to produce inverter commands. Two examples include the Van Der Pol Oscillator and the
Nonlinear Dead Zone Oscillator (DZO) [17–20], which is the focus of the examples in this paper.

The theoretical analysis of VOC typically approximates a switching power converter as an ideal
voltage source. Controller dynamics are assigned to command the output voltage as a function of
output current. This is a logical approach for control of voltage-source converters. In practice, however,
it is common to have a low-level current control loop to render the converter a controlled current
source. A practical consideration critical to commercial utilization of power converters is the need to
prevent damage to devices due to load anomalies. Semiconductors are sensitive to overloads of even
short duration, and the current-controlled formulation makes it easy to enforce protective limits during
faults, rapid transients, and low-voltage ride-through conditions. VOC based on the voltage-source
formulation presents no obvious way to satisfy these protective limiting requirements, which presently
restricts its commercial deployment.

This paper attempts to bring theoretical VOC converter control methods closer to deployment
through three main contributions built on our previous work [20]. The first is a general theoretical
approach that can extend a voltage-source analysis into a current-controlled version while maintaining
its stability proofs, enabling more direct implementation into the current-controlled converters common
in practice [20]. This method uses a simulated virtual admittance (the inverse of impedance) to create
an equivalence between the two implementations under the assumption of fast current controller
dynamics. A virtual admittance simulates the output current produced by a voltage difference across
a component that exists only in simulation, while a virtual impedance simulates a voltage drop based on
a current. The second contribution is the ability to control the power output and droop characteristics of
current-controlled VOC inverters by varying their virtual output admittance, rather than the physical
filter components as in the voltage-sourced derivation. Finally, we extend the experimental VOC results
from the existing single-phase dead-zone oscillators [17–19] to three-phase voltage-sourced inverters,
and then to three-phase current-controlled inverters using the equivalence technique. Compared to our
previous work [20], this paper adds a more detailed theoretical analysis, simulations, voltage-sourced
inverter testing, and considers current controllers with limited bandwidth.

1.3. Literature Review

The idea of virtual admittance is not new in converter controls [21–26]. It has been studied for DC
systems to create droop phenomena and enforce power sharing in DC [23,27,28] and AC [24,29–31]
microgrids, and similarly in battery management systems [22]. Another application is to regulate
harmonic voltages in current-controlled inverters [29,32]. The idea of having dual voltage-sourced or
current-controlled implementations has been studied for virtual synchronous machines, where the
simulated dynamics already include a clear method to implement the two variants [33,34]. The novelty
here and in our previous work is using virtual admittance to enable current control for VOC controllers,
which have no obvious method to create a current-controlled equivalent.

When operating as a voltage-sourced virtual oscillator, tuning the effective output impedance of an
inverter requires changing the core oscillator dynamics or the inverter’s physical output filter. However,
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the effective output impedance of a current-controlled inverter can be manipulated by changing only
a virtual admittance [20]. As a consequence, the relative power contributions of parallel-connected
current-controlled inverters can be manipulated without changing the core oscillator control or any
physical components. The idea of varying virtual impedances or admittances to enforce a desired
power sharing arrangement in voltage controlled inverters was shown in [30,35], but is new for
VOC applications.

To demonstrate these ideas, we implemented them experimentally using the dead zone oscillator
for virtual oscillator control. A key feature of DZO control is that the parameters can be tuned such
that parallel-connected inverters self-synchronize with no communication other than that inherent
to their common electrical coupling [18]. Existing DZO work assumes voltage-source inverters and
was tested in single-phase [17–19]. This paper extends the hardware testing to three-phase via the
Clarke transformation [19]. The voltage-to-current conversion is then used to drive three-phase
current-controlled inverters, as in our previous work [20]. The resulting AC grid in both cases
demonstrates self-synchronization, voltage and frequency regulation, controllable load sharing, and
droop characteristics, all without dedicated communication between units. The testbed parameters for
both current and voltage-controlled systems were identical thus proving the stability characteristics
apply under either control framework.

The proposed DZO control method is only one of many available for microgrid control. Most
involve some form of low level control, combined with a hierarchical control scheme. Droop control
is commonly used for the low level, in which the voltage and/or frequency reference are modified
based on the measured real and reactive power outflows [6,36,37]. DZO control does not explicitly
implement this phenomenon, but the nonlinear dynamics of the system inherently exhibit this same
behavior [12,13]. There are many proposed algorithms for hierarchical control between multiple
converters [38,39], but DZO functions in a truly distributed fashion without a higher level controller.

This paper is organized as follows: Section 2 describes the extension of voltage-source stability
results to the current-controlled case. Section 3 summarizes DZO dynamics for both voltage and
current-controlled variants, and Section 4.1 describes the testbed setup. Section 4.2 describes simulation
results, while Section 4.3 presents the results of hardware testing which demonstrate three phase DZO
synchronization, load sharing, and response to step changes in loads.

2. Voltage- and Current-Controlled Inverters

This section describes a typical model of a voltage-sourced converter and its interaction with a grid
or load. It then describes how the same dynamics and control can be used with a current-controlled
inverter. This concept initially appeared in [20].

2.1. Converter Models

A simple voltage-source converter with ideal semiconductor switches is illustrated in Figure 1.
The current IF and voltage Vi are measured at the output of the inverter bridge. An inductor and
a parallel capacitor serve as an output filter, however, these elements may be eliminated if filtering
is not required. The voltage where the output of the converter connects to the grid is labeled Vg.
The converter establishes a voltage Vg given the injected current and activity in the rest of the system.
The “Grid” component G represents everything external in the system: loads, impedances, and other
inverters. Although Figure 1 depicts a single-phase AC converter, different switch configurations can
produce three-phase or DC converters.

Assuming the switching dynamics are sufficiently fast to be neglected and by replacing the
inverter bridge with an ideal voltage source, the voltage-source converter can be further simplified
into Figure 2. The series-connected inductor filter has been replaced in the system by FS which uses
the voltage drop Vi − Vg to calculate a current. Also, the parallel-connected capacitor filter is combined
with the grid system, now denoted G′.
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Figure 1. Simple model of a voltage-source converter [20].

G'VgVi

FS

Figure 2. The converter switches can be represented as an ideal voltage source. Series filter components
are represented as FS, while parallel filter elements are lumped into the grid to become G′ [20].

2.2. Voltage-Sourced Analysis

For an AC or DC converter system, stability analysis depends on assumptions about the following
elements: The dynamics of the controller; the grid impedance seen at the output of the voltage source;
and the switching dynamics, which are fast and often neglected.

The software-based oscillator controller C has an internal state xC that evolves with dynamics
ẋC = Cx(xC, IF) and assigns a voltage based on the output function Vi = Cy(xC, IF) in response to IF,
the measured output current. This current is produced by the voltage drop across the output filter F
via its internal dynamics ẋF = Fx(xF, Vi − Vg) and output function IF = Fy(xF, Vi − Vg). In a similar
manner, the internal model of the grid is specified by ẋG′ = G′

x(xG′ , IF) with output Vg = G′
y(xG′ , IF).

It should be noted that the components C, F, and G′ may all be nonlinear. The basic equations are thus

ẋC = Cx(xC, IF) (1)

ẋF = Fx(xF, Vi − Vg) (2)

ẋG′ = G′
x(xG′ , IF) (3)

Vi = Cy(xC, IF) (4)

IF = Fy(xF, Vi − Vg) (5)

Vg = G′
y(xG′ , IF). (6)

In the case where the F is linear, it becomes an admittance.

2.3. Current-Controlled Equivalent

To adapt the previous analysis for the case of a current-controlled converter, we assume
a sufficiently fast current-control loop (PI or similar) which allows the converter to maintain a desired
output current by varying the converter output voltage. Because the current controller must be able
to modulate output current, it will not function with an open circuit. Hence, we require the output
impedance G′ to be bounded. To meet this condition even if the grid interface to the converter terminals
G is unconnected, we include a parallel-connected filter capacitor as in Figure 1.

Under this ideal current-controlled model, the effects of the series filter FS on current IF are
removed as it is within the closed-loop portion. Yet, this offers the possibility to simulate the effect of
any desired output filter in software as a virtual impedance F′

S as shown in Figure 3.
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Figure 3. A current-controlled inverter with a sufficiently fast PI loop can enforce any I′F. Thus, given
a simulated output voltage V′

i , it can enforce any virtual filter current I′F = F′
y(xF′ , V′

i − Vg) (12).
When the virtual and hardware filters do not match F′

S �= FS, the virtual (V′
i ) and real (Vi) inverter

bridge terminal voltages will differ V′
i �= Vi [20].

To create this system, start with the simulated controller output V′
i and subtract the measured

terminal voltage Vg to create the voltage difference needed to calculate output current with F′
S.

This current is then fed back as the current command I′F. The dynamics of the current controller
K are added as (10) to drive the actual current IF to the desired I′F and yield the modified system

ẋC = Cx(xC, I′F) (7)

ẋF′ = F′
x(xF′ , V′

i − Vg) (8)

ẋG′ = G′
x(xG′ , IF) (9)

εẋK = Kx(xK, I′F − IF) (10)

V′
i = Cy(xC, I′F) (11)

I′F = F′
y(xF′ , V′

i − Vg) (12)

Vg = G′
y(xG′ , IF). (13)

The “singular perturbations” theorem [40] states that for a dynamical system where a portion
of the dynamics are much faster than the rest, those fast dynamics can be treated as an algebraic
relationship. Assuming the current controller K is fast compared to the other dynamics and drives the
current tracking error to zero, ε in (10) approaches zero. A singular perturbations argument [40] allows
us to consider (10) as an algebraic relationship, and the converter can be treated as a current source
where IF matches exactly the desired I′F within the bandwidth of the current controller. This reduces
the current controlled system (7)–(13) to match the original voltage source system (1)–(6) with the
original filter dynamics F replaced with the virtual filter F′.

For a voltage-source model, the output impedance includes the series output filter of the inverter
FS in Figure 2, which is a physical hardware component. For the current-controlled version, the
physical output filter impedance is neglected due to the ideal current control loop, but a simulated
filter impedance is included in the controller dynamics. This makes the full system analysis and
system dynamics identical to the previous case, except for that filter dynamics FS are now virtual
rather than real.

Thus, for F′
S = FS, the system dynamics are identical to the voltage-source case. This method

makes no assumptions about linearity or AC vs. DC operation. The main underlying assumption
is that the current loop is stable and much faster than other dynamics such that IF converges to I′F.
A necessary condition for this assumption is the effective grid impedance G′ must be finite.

Specifying the inverter’s effective output filter as a virtual impedance whose characteristics
are controlled via software offers several benefits. Firstly, methods exist to control power sharing,
droop, etc. based on this filter, thus software control of this parameter permits unlimited flexibility as
compared to changing the actual hardware values. Also, most causal filter models can be implemented
independent of the actual hardware. This also permits improved analysis since the simulated filter
impedance will be accurately known. This is not always the case with actual hardware.

Although presented here for the single-phase AC case, this current-controlled model similarly
extends to three-phase systems for both unbalanced or nonlinear conditions.
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2.4. Non-Ideal Current Amplifiers

This equivalent controller method relies on a current control loop or current source that rapidly
tracks the commanded current (10). Typically, this is only true within a specific frequency range, and
so long as the current controller is sufficiently fast compared to the oscillator dynamics, the singular
perturbations analysis holds. For completeness, consider the behavior of the system as the base
dynamics approach the bandwidth of the current controller, and the tracking performance weakens.

Consider the transfer function at the output of the controller C, which sends a commanded
inverter voltage, and receives a current feedback. The voltage-source converter of Figure 4a observes
an output transfer function that behaves as a simple impedance

IF
Vi

=
1

ZF + ZG
. (14)

The more complex current-controlled converter of Figure 4b observes the output transfer function

I′F
V′

i
=

ZF + ZG + K(s)
Z′

F′(ZF + ZG) + K(s)(Z′
F′ + ZG)

. (15)

When the current controller gain K(s) is large, those terms dominate, and the transfer function
reverts to the form of the voltage-sourced version (14), with the virtual filter Z′

F′ replacing the hardware
filter ZF, as expected. If K(s) becomes very small, for example if the output is disabled, the dynamics
reduce to the simple impedance of the virtual filter Z′

F′ .

(a)

(b)
Figure 4. Diagram of the output dynamics seen by the virtual oscillator for voltage-sourced and
current-controlled systems. The oscillator controller C is not modified, and is shown with a dashed
border. The remainder of the system is shown as a linear transfer function block diagram. The filter
impedance is ZF for the hardware filter or Z′

F′ for the virtual filter. The grid (either G or G′) is treated
as its Thévenin equivalent with impedance ZG and voltage vthev. The current controller (e.g., a PI
controller) is K(s). The various impedances are all functions of s. (a) Voltage-sourced inverter block
diagram. In the base derivation, the virtual oscillator control (VOC) controller C receives a current
feedback IF measured at the inverter output. (b) Current-controlled inverter block diagram. In the
base derivation, the VOC controller C receives a virtual current feedback I′F based on the virtual filter.
Alternatively, one could use the feedback of the actual current IF, shown as a dashed line.
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As an alternative, the feedback current could be the output of the real system, rather than the
commanded current, as shown by the dashed feedback line in Figure 4b. In this case, the transfer
function seen by the oscillator control output is

IF
V′

i
=

K(s)
Z′

F′(ZF + ZG) + K(s)(Z′
F′ + ZG)

. (16)

This configuration exhibits the same behavior when current controller gain K(s) is large,
again matching the form of the voltage-sourced version (14), with the virtual filter ẐF′ replacing
the hardware filter. However, as the gain K(s) approaches zero, this output transfer function also
approaches zero to reflect the reality that there is little real output current. This alternative method is
not used in the results presented in this paper, but its behavior may be desirable in specific applications.

2.5. Synchronization and Over-Current Protection

Converters typically have output filters with impedances of 5%–20% per unit at the fundamental
frequency. Directly connecting a voltage-source virtual oscillator via switch or a bridge and enabling
switching without synchronizing first will usually result in a large current spike that will either damage
the converter or trip the protection. This is not an issue from an analysis or stability perspective, but can
cause significant damage in hardware.

Current-controlled inverters can be set to self-limit this current spike, protect the device,
and continue operating. This is one reason why current control loops are used so often in practice.

Voltage-controlled inverters cannot directly limit current in the same way, and they are often
protected by software trip logic that instantly ceases outputs if the measured current exceeds given
threshold values. In normal operation this is not a problem, but a direct startup to an operating grid
will trip the protection.

For the voltage-controlled case, one possible solution is to achieve some degree of synchronization
before connecting the converter or enabling the switching action. This can be achieved with a voltage
measurement on the line side of any switches or breakers. One approach is to use this voltage
measurement to adjust the states of the oscillator to match the grid oscillation.

A second approach is used in the experimental section of this paper. The line-side voltage
measurement is fed to the control software, and a simulated output admittance is connected between
the oscillator dynamics and the grid. This process is entirely virtual and results in no real currents or
voltages, but it does synchronize the oscillator dynamics in software before the physical converter is
connected or enabled.

3. Application of Dead-Zone Oscillator Control to Current and Voltage-Controlled
Three-Phase Inverters

DZO control was formulated in [17–19] as a voltage-source algorithm, but a current-controlled
equivalent would both increase the breadth of application for DZO control and offer the advantages of
controlling the effective output impedance of inverters through software. To these ends, the method
developed in Section 2 of adapting voltage-source control algorithms to current-controlled converters
is applied to DZO control. The basics of this method are summarized here for convenience. The various
stability and convergence proofs are found in [17–19].

3.1. Dead-Zone Oscillator Control

Under DZO control, an inverter mimics the dynamics of a nonlinear DZO in a manner similar to
the well-known Van der Pol oscillator. A DZO circuit equivalent model, shown in Figure 5, consists of
a nonlinear voltage-dependent current source and a parallel resistor inductor capacitor (RLC) circuit.
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Figure 5. Circuit model of the Dead-Zone Oscillator. ig, the output of the voltage-dependent current
source, is a nonlinear function g(Vosc). The impedance of the parallel resistor inductor capacitor (RLC)
circuit, together with the parameters σ and ϕ of g(Vosc), control the limit cycle of a single oscillator and
the interaction of coupled DZOs [17,20].

The DZO [17,18,20] is a nonlinear dynamic system of two states: The DZO terminal voltage Vosc

and the inductor current iL with dynamics specified by

dVosc

dt
=

1
C
[(Vosc(σ − 1

R
)− f (Vosc)− iL − iosc] (17)

diL
dt

=
1
L

Vosc (18)

ig = −g(Vosc) = σVosc − f (Vosc) (19)

where f (Vosc) is the dead-zone function with parameters σ and ϕ, and g(Vosc) is the voltage-current
characteristic of the voltage-dependent current source, which is related to f (Vosc) by (19).

The dynamics of the DZO, as presented in [18], are governed by the parameters of g(Vosc) and by
the impedance of the parallel RLC circuit. For a standalone inverter, Vosc has a stable, unique limit cycle
if σ > 1/R. If

√
L/C(σ − 1/R) � 1, it can be shown that the limit cycle is approximately sinusoidal

with frequency close to the natural frequency of the RLC circuit, 1/
√

LC.
When multiple inverters under DZO control are connected in parallel, each inverter’s output

current is determined by Vi, Vg, and Fs, and because each inverter’s output current IF depends on the
common grid voltage, the inverters demonstrate the ability to self-synchronize. Further, due to the
dependence of the inverter current IF on its own output filter impedance Fs, load-sharing between
inverters can be controlled by changing Fs.

3.1.1. Voltage-Controlled Inverter DZO Requirements

The DZO control derivation and testing was initially created for use in voltage-source inverters.
The controller measures the current IF at the terminal of the inverter and commands the bridge
voltage Vi.

3.1.2. Adaptation of DZO Control to Current-Controlled Inverters

DZO control can be extended from voltage-source inverters to current-controlled inverters using
the approach presented in Section 2. As illustrated in Figure 3, the DZO terminal voltage V′

i and the
voltage measured at the grid terminal are used to compute I′F, which are both sent as a control signal
to the current-controlled inverter and fed back into the DZO model to calculate the value of V′

i at the
next time step.
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3.2. Extension of DZO to Three-Phase Networks

In [19], the Clarke Transform was used to generate the balanced three-phase voltage control signal
Vi from Vosc and iL, the virtual inductor current of (18). For control of current-controlled inverters in
the test bed described here, V′

i is generated in the same way.

3.3. Software DZO Inverter Synchronization

Voltage measurements are processed by the controller to provide a reference for multiple inverter
synchronization. During initial startup of additional inverters when at least one is already running,
software in the starting inverter synchronizes the output of the inverter with AC voltage across the
load to decrease potential current spikes upon connecting multiple inverters across the same load.
Before the inverter switches are enabled, the load side voltage measurement is fed to the simulated
oscillator and connected through a virtual impedance. This triggers the natural synchronization
behavior of the oscillator and causes it to synchronize with the grid before the output bridge is enabled,
minimizing transients.

4. Results

4.1. Test Bed Configuration

The three-phase testbed consists of three inverter subunits connected in parallel to a Y-connected
resistive load. The general configuration is identical for both current- and voltage-controlled inverters.
Figure 6 shows one inverter subunit connected to the load, and displays the core functional elements of
the subunit. A picture of this unit in the physical testbed is shown in Figure 7 without the attached load.

VPWR

VAUX

2.2

1.1

24V

60V

To Inverter Units 2 and 3
... ... ...

Figure 6. One inverter subunit coupled to a Y-connected load. The inverter’s control signal reference
and its negative DC rail are isolated. The negative DC power rail of each inverter floats in isolation.
Each subunit’s controller reads Vg,A and Vg,B, the load voltages on phases A and B, and receives
feedback of the amplifier output current. Additional inverter subunits are connected in parallel to
the load for synchronization testing. The inverter can be either voltage-sourced and receive a voltage
command, or current-controlled with a current command [20].

The controller samples Vi,A and Vi,B, the grid voltages on the A and B phases, each at a rate of
10 kHz. Current measurements from the inverter are also fed back into the controller for processing.
An analog signal conditioning board provides a voltage divider and low-pass filter with a single pole
at 22 kHz.

The controller sends a reference command to the inverter, either an A- and B-phase voltage or an
A- and B-phase current depending if the inverter is voltage-sourced or current-controlled.
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Figure 7. One power converter subunit, as shown schematically in Figure 6. The testbed comprises
three subunits connected in parallel to a Y-connected three-phase load. A DC source (not shown) feeds
power to the inverter in the top left of the picture.

Current and voltage measurements are fed back to the controller regardless of the controller type.
The voltage-controlled variant nominally requires only current feedback, while the current-controlled
variant requires only voltage feedback. However, both types use the voltage measurement for initial
grid synchronization, and current measurements for over-current protection.

Each inverter subunit’s controller actuates a normally-open relay to connect the subunit to the
grid. For a current-controlled inverter, an open circuit can create control loop stability problems,
so when the relay is open the controller holds the states of the simulated oscillator and the current
commands at zero to prevent current loop saturation. The governing state equations of the dead-zone
oscillator are discretized and solved in real time with a fixed step size of 100 μs.

4.2. Simulation Results

The dead zone oscillator system with both voltage-sourced and current-controlled amplifiers
was simulated in the MATLAB/SIMULINK environment. The ability of the current amplifier to
accurately track current commands is critical to the correct functionality of the system, as described in
Section 2.4. The simulation was configured and tuned to match the test bed, with both voltage-sourced
and current-controlled amplifiers connected through a 150 μH inductor to a 4 Ω Y-connected resistor
bank. The current controller is a Proportional Integral (PI) type.

To understand the amplifier response, the transfer function from amplifier command to output
current was measured via a frequency sweep in the amplifier reference input as shown in Figure 8.

For the voltage-sourced inverter, the voltage command was scaled by the output resistance (4 Ω)
so that a 1 V command would nominally produce 1 A and measure 0 dB. This is visible in both the
simulated and measured output currents until at least 1 kHz, when the current response rolls off due
to the system L/R pole at 4.2 kHz. This means the voltage follows the command very well within this
measurement window.

The current-controlled amplifier response is shown as the transfer function from current command
to current output. In this case, both real and simulated current controllers show good tracking until a
−3 dB bandwidth of about 200 Hz, when the response no longer tracks the command. So for this system,
both simulation and hardware tests indicated that the current-controlled and voltage-sourced systems
should be equivalent for frequencies below about 100 Hz. This should suffice for the steady-state
behavior of oscillators set for 60 Hz. Rapid transients may cause the two versions to diverge somewhat.
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Figure 8. Amplifier Bode plots in simulation and hardware for both voltage-sourced (VS) and
current-controlled (CC) inverters. In all cases, the amplifier is connected through a 150 μH inductor to
a Y-connected 4 Ω resistive load. The voltage transfer function is measured as voltage command to
current response, and scaled by the resistance (4 Ω) to produce 0 dB at low frequencies.

The basic operation of the virtual oscillator is tested in simulation by starting from a zero initial
condition. The system starts from rest, begins oscillating with increasing amplitude, and reaches
a stable limit cycle. Both voltage-sourced and current-controlled versions are shown in Figure 9, and
demonstrate good agreement between the two.

Figure 9. Simulated startup transient for both voltage-sourced and current-controlled amplifiers
operated by a DZO controller. They match almost exactly, as would be expected for operations within
the bandwidth of the current controller. The phase of the traces diverge slightly over longer time
intervals because the two systems are not completely identical.

To study the effects of the two different implementations in a more realistic scenario, simulations
were conducted to study the droop characteristics of the oscillator. As more power is drawn from the
system, the output voltage decreases based on the nonlinear oscillator dynamics. This feature aids in
load sharing between inverters. As shown in Figure 10, the voltage-sourced and current-controlled
versions match very well during 60 Hz operation for two different nominal power ratings of the
oscillator. However, when set for 400 Hz operation, more divergence appears. This validates the
predictions of the current tracking response shown in Figure 8, which starts to introduce errors above
about 100 Hz.
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Figure 10. Simulated droop characteristics for voltage-sourced (VS) vs. current-controlled (CC)
inverters for two different nominal ratings at 60 Hz and and one rating at 400 Hz. As expected, the
two equivalent VS and CC formulations perform almost exactly the same for both ratings at 60 Hz,
but they diverge at 400 Hz because it is beyond the current controller bandwidth shown in Figure 8.
A derating by a factor of 25 is implemented by artificially scaling the current feedback to the oscillator,
which creates a different droop characteristic [17–19].

4.3. Experimental Results

This section experimentally demonstrates three phenomena that are useful for practical
implementation of oscillator-based converter controls. The first is the three-phase voltage-source
DZO control theoretically developed and simulated (but not tested) in [19], including synchronization
and the predicted power droop characteristic. The second is the equivalent performance of a current-
controlled inverter to its voltage-controlled counterpart, including oscillation and synchronization of
parallel-connected inverters regardless of their control framework. This validates the results of Section 2.

The final tests demonstrate the ability to dynamically change and control the power output of a
current-controlled inverter by adjusting a virtual output filter admittance as described in Section 2.3.
The ability to alter the load-share of an inverter by changing its physical output filter ZF,j was
demonstrated for single-phase voltage-controlled inverters in [17]. Changing a virtual output filter
as described here achieves the same result, and can be done dynamically without hardware changes.
This concept is only applicable to the current-controlled implementation.

4.3.1. Voltage-Controlled Inverter

A three-phase voltage-sourced converter using DZO control was tested for self-oscillation,
step changes in load, synchronization, and droop characteristics. The behavior matches expectations,
confirming the theoretical results in [19].

As a first test, a single inverter self-oscillates and powers a Y-connected load of 8 Ω per phase as
shown in Figure 11a. The load resistance then changes to 2.66 Ω (66% decrease) in each phase. A brief
transient occurs, then settles to a steady state at higher current values as expected.

An important feature of DZO control is synchronization with other inverters. In Figure 11b,
one inverter is operating and powering a load, and another inverter is then connected. They
synchronize and then share the current provided to the load.
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(a) (b)
Figure 11. Experimental testing of a three phase voltage-sourced inverter which responds to step
changes in load and synchronizes with another inverter. (a) Voltage-controlled inverter load resistance
changes from 8 Ω to 2.66 Ω per phase resulting in transient response from the system with voltage and
current overshoot. The DZO output then settles to nominal conditions. (b) Voltage-controlled inverter
synchronizes when connected to another inverter.

Finally, the DZO dynamics yield a droop characteristic where the output voltage drops in
the presence of increasing load. The predicted and experimental results are shown in Figure 12.
The simulation results are perfectly symmetric and all three phases yield the same voltage, current,
and power magnitudes. The experimental results indicate some discrepancy between phases, but the
general trend is the same. The output power is calculated based on the load resistance and the nominal
output voltage.

Figure 12. Three-phase voltage-controlled inverter droop characteristic demonstrated in simulation.

4.3.2. Current-Controlled Inverter

Three-phase current-controlled converters were tested for self-oscillation, synchronization,
and step changes in load. These are the same physical converters as in the voltage-controlled case,
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but they have an internal current feedback loop such that the command from the microprocessor to
the converter is a current command.

In the first test case, a single inverter self-oscillates to power a load, and a second inverter is
then connected. The three phase current measurements from each inverter are shown in Figure 13a.
They synchronize and begin to share load. A current spike occurs 10 ms after the synchronizing inverter
is connected, reaching a maximum of 4.64 A on one phase. Out-of-phase oscillation is observed from
10–200 ms after connection, and then low-amplitude oscillation of the synchronizing inverter from
200–250 ms. Both converge to full-amplitude, in-phase oscillation after 250 ms with each providing
half the load current.

As a second test case, a third inverter is added to the two that were already synchronized, as
shown in Figure 13b. The same general trend occurs, with all three equally sharing the load current
once they synchronize.

(a)

(b)
Figure 13. Experimental testing of current-controlled converter synchronization with DZO control.
(a) One current-controlled inverter synchronizes when connected to another inverter operating at rated
power. (b) Current-controlled inverter synchronizes when connected to two already-synchronized
inverters. Three traces are shown (red, green, blue), but the red trace is directly under the green because
they are already synchronized. A maximum load phase current of 4.64 A and a maximum inverter
phase current of 8.48 A were observed in testing [20].

To demonstrate stability through rapid step-changes in load, two synchronized, identical inverters
were equally sharing the load, and the load resistance was switched from a Y-connected 2.2 Ω to
0.733 Ω (66% decrease) on each phase, as shown in Figure 14a. These two inverters have identical
virtual output impedance (Z′

F,1 = Z′
F,2), and thus share load equally. They tolerate the change and

maintain synchronization.
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(a) (b)
Figure 14. Hardware testing of two synchronized current-controlled inverters, with both equal and
unequal load-sharing, that maintain their behavior through a step increase in load. Load resistance
changes from 2.2 Ω to 0.733 Ω [20]. (a) Inverters with equal power sharing. (b) Inverters with unequal
power sharing.

4.4. Inverter Load-Sharing Control through Manipulation of Virtual Output Impedance

One unique advantage of a current-controlled inverter is that the virtual output impedance can be
manipulated during operation to change that inverter’s share of the load (Section 2.3). It was shown
in [17] that the relative power contributions P of synchronized inverters under DZO control are related
to the relative output impedances κ of the inverters j and k,

Pk
Pj

=
κj

κk
∀k, j = 1...N (20)

In Figure 15a, both inverters oscillate in synchronization with identical virtual output impedances
(Z′

F,1 = Z′
F,2) until κ2 is doubled at time 0, increasing |Z′

F,2| to twice |Z′
F,1|. After κ2 is doubled, the

output currents IF,1 and IF,2 continue to oscillate in phase but change magnitude, |IF,2| is approximately
half of |IF,1|. This observation is consistent with (20). The opposite process, in which κ2 is halved rather
than doubled, also yields the expected results in Figure 15b, with |IF,2| increasing to approximately
twice |IF,1|.

(a) (b)
Figure 15. Experimental three phase test cases demonstrate the ability to control load sharing between
two different current-controlled inverters by changing the virtual output impedance of one of them [20].
(a) The load carried by one inverter is decreased by increasing virtual output impedance. (b) The load
carried by one inverter is increased by decreasing virtual output impedance.
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This change in virtual output impedance does not affect the response to step changes in load.
Figure 14b shows the same step change in load resistance (2.2 Ω to 0.733 Ω) applied to inverters
with unequal sharing (Z′

F,1 = 2Z′
F,2) such that the load-share of the first inverter is half that of the

second inverter. It can be seen for both tests that the inverter output currents maintain both their
relative amplitudes and their phase synchronization during a step change in load resistance. Recall
that Figure 14a is the same test, but with identical virtual impedances (Z′

F,1 = Z′
F,2).

5. Conclusions

This paper formulated and experimentally validated a method to bridge the gap between
voltage-source and current-controlled converters for Virtual Oscillator Control applications. A virtual
output admittance was used to allow a controller based on voltage output to interact with an amplifier
based on a current command. If the current amplifier exhibits good command following at a bandwidth
much higher than the base controller, the singular perturbations theorem allows the amplifier to be
treated as an ideal current source. This paper showed that under these conditions, the dynamic behavior
of the current-controlled amplifier oscillator system would match that of a voltage sourced amplifier.
Simulations and hardware experiments demonstrated the effectiveness of this method for the basic
oscillator performance, synchronization of multiple inverters, responses to load changes, and droop
characteristics. The approach was also analyzed and simulated for cases when the amplifier has limited
bandwidth. As expected, once the speed of the core oscillator dynamics approaches or exceeds the
current control bandwidth, the behavior of the two implementations starts to diverge.

This VOC control was experimentally validated for the first time in a three-phase grid system
with both voltage-source and current-controlled converters, and the voltage droop characteristics were
verified to match predictions. The ability to tune the effective output impedances of current-controlled
inverters was demonstrated by dynamically changing the load-share of parallel-connected inverters
during operation. The particular variant tested, the dead-zone oscillator, demonstrated robustness to
a 66% step-change in load was also with equal and unequal load-sharing. These results facilitate the
deployment of VOC by extending it to three-phase and current-controlled inverter networks, and by
demonstrating a new method of implementing load-sharing.
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Abstract: An efficient way of synthesizing a three port non-isolated converter from a single-ended
primary inductor converter (SEPIC) is proposed in this paper. The primary SEPIC converter is split
into a source cell and a load cell. Two such source cells are integrated through direct current
(DC) link capacitors with a common load cell to generate a three-port SEPIC converter. The
derived converter features single-stage power conversion with reduced structural complexity and
bidirectional power flow capability. For bidirectional power flow, it incorporates a battery along with
an auxiliary photovoltaic source. Mathematical analyses were carried out to describe the operating
principles and design considerations. Experiments were performed on an in-house-built prototype
three-port unidirectional converter, and the results are presented to validate the feasibility of the
designed converter.

Keywords: multiport converter (MPC); single ended primary inductor converter (SEPIC); multi-input
single output (MISO); renewable power system

1. Introduction

Renewable energy resources are of potential interest nowadays due to environmental problems,
high oil prices, global warming, and the depletion of fossil fuels. Though these renewable energy
resources are abundant and cause zero emissions, they are intermittent in nature. When integrating,
these power generators provide low voltage and require high-gain converters to meet the load demand.
Thus, power electronic technology plays a significant role in interfacing hybrid renewable power
systems, electric traction, and uninterrupted power supplies [1,2]. To overcome the intermittent nature
of energy resources, future power systems will also require the interfacing of various energy sources
using multisource technology. To enable multi-source technology, a multi-input power converter
(MIPC) that can accommodate a variety of sources, as shown in Figure 1, seems to be essential. A few
limitations in this structure are as follows:

1. MIPCs utilize separate direct current (DC)–DC power converters to integrate diversified energy
sources to a common DC bus, which results in a higher implementation cost.

2. In the case of alternating current (AC) loads, the system needs an extra inverter, and as a result
the efficiency is reduced.
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Figure 1. Conventional multi-input converter.

Due to the above disadvantages, the implementation of a MIPC is complicated.
To overcome the drawbacks of MIPCs, such as structure complications, multi-port converters

(MPC) have been proposed. In MPCs, various sources are fed to the load through a single
power electronic converter, as shown in Figure 2. MPCs reduce the structural complexity and the
control technique.

 

Figure 2. The multiport structure.

These power electronic converters can be classified based on:

a. Topology (in series and parallel)
b. Coupling (isolated and non-isolated)
c. Port placement (single input–single output, multi-input–single output,

multi-input–multi-output, and single input–multi-output)
d. Conversion process (unidirectional and bidirectional)

Two input circuits with a current source connected in series to realize a high-efficiency, zero voltage
switching dual-input converter are investigated in Reference [3]. In such series circuits, the weakest
current source connected in series limits the current of the entire string. Thus, parallel-connected
topologies are traditionally popular. Isolated converters use a transformer to achieve a high voltage
gain, which increases the bulkiness of the system and leads to core-saturation problems. To achieve a
wide output voltage, an interleaved LLC converter with voltage doublers is proposed in Reference [4].
A coupled-inductor-based bidirectional converter, as investigated in Reference [5], provides a high
voltage gain and efficiency by employing soft switching and voltage clamping techniques to reduce
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the switching loss and achieve a high voltage gain. However, the shortcoming of this converter is that
current ripples are introduced, due to an increase in the ratio of the coupled inductor. It therefore
requires a filter arrangement, which in turn increases the structural complexity and the cost. To
overcome the need for a filter requirement, a (non-isolated) converter without galvanic isolation is
a good candidate to provide a large voltage gain with reduced size and cost. Such a single-stage
Zeta single-ended primary inductor converter (SEPIC) converter is presented in Reference [6]. A
high-gain, non-isolated DC–DC converter is analyzed in Reference [7]. A step-up converter combining
the features of a KY converter and a buck–boost converter with a high voltage conversion ratio is
presented in Reference [8]. A non-isolated, bidirectional DC–DC converter that uses four active
switches is addressed in Reference [9]. A SEPIC-integrated boost converter with isolation, proposed
in Reference [10], has one active switch, two inductors, and three capacitors. The above-mentioned
converters are unidirectional, with a single input–single output (SISO) configuration. A systematic
way of deriving MPCs using full bridge (FB) and bidirectional DC–DC converters (BDCs) is explained
in Reference [11]. Various configurations of multiport converters using a DC link inductor are
well-described in Reference [12]. A new multi-input DC–DC converter topology that is capable
of integrating diversified energy resources of different voltage–current characteristics is proposed in
Reference [13]. The setback for this converter is that only one input is allowed to transfer energy into
the load at a time in boost mode. The concept of extracting pulsating source cells from basic converters
like buck, boost, buck–boost, Zeta, Cuk, and SEPIC is reported in Reference [14].

A dual-input boost–buck converter with a coupled inductor is analyzed in Reference [15]. Though
the presence of the coupled inductor causes current ripples, the interleaving mode operation of the
converter reduces the ripples and makes the converter suitable for thermoelectric generator application.
Integrated two input converters using buck and SEPIC topology are addressed in Reference [16]. A
generic structure of a single-ended primary-inductor converter (SEPIC)-based multi (m)-input DC–DC
converter is investigated in Reference [17]. This converter utilizes (m-2) +3 switches to interface ‘m’
input resources. For example, four active switches are required for realization of a three input structure
of this converter. A single input–multi-output structure converter with the ability of generating
buck, boost, and inverted output simultaneously is presented in Reference [18]. The drawback of
this converter is that it is a single input–multi-output (SIMO) model, capable of interfacing only
one input. The unified energy management scheme dealt with in Reference [19] employs different
current control structures for various components of micro-grids, such as super capacitors, battery,
renewable energy resources (RES), and voltage source converters (VSC). A power flow management
control strategy based on sensing the battery voltage to select the operating modes of a bidirectional
converter is presented in Reference [20]. A multiport power electronic interface as energy router
with inductively coupled power transfer, ultra-capacitor and battery to solve the pulse charging is
investigated in Reference [21]. Power budgeting using DC link voltage and current control methods
have been analyzed in Reference [22].

To overcome drawbacks such as the size and control complexity due to the isolated transformer
and a greater number of components, and to have a flexible integration of the diversified energy
resources of different characteristics, a compact, high-profile power electronic interface is required.
Most of the multi-input converter (MIC) topologies in the literature are derived from basic buck–boost
topologies, and they leave scope for the further development of topological structures by using special
converters. Therefore, this paper proposes a modular, non-isolated converter that is derived from basic
SEPIC topology for accommodating arbitrary input sources and output loads. Due to special features,
such as a better power factor from a continuous input current, non-inverting output, gracious response,
and true shut down during short circuits, this SEPIC converter has wide applications in connecting
flexible input voltages with stable outputs, battery-operated equipment, and lighting applications.
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2. Three-Port SEPIC Converter

2.1. Synthesis of the Three-Port SEPIC Converter

A generalized structure of the proposed circuit is shown in Figure 3. It indicates that the number
of ports can be further increased/decreased by connecting/disconnecting the additional pulsating
voltage cells (PVC), depending on the availability of the sources.

 

Figure 3. Generalized diagram of an n-port SEPIC converter.

In this paper, three-port (two inputs and one output) unidirectional and bidirectional SEPIC
converters are proposed, as shown in Figure 4 and Figure 9. The proposed structures are a combination
of PVC. PVCs can be categorized into two types; pulsating voltage source cells (PVSC) for the input side,
and pulsating voltage load cell (PVLC) for the output side. Each PVSC connects with a common PVLC
(as it is a MISO structure) through a coupling capacitor, and this forms a complete SEPIC structure.

 

Figure 4. A three-port unidirectional SEPIC converter (Topology-1).

2.1.1. Steady State Analysis of a Three-Port Unidirectional SEPIC Converter (Topology-1)

In topology-1, if both sources are renewable DC sources; for example, if V1 is a solar photovoltaic
system and if V2 is a fuel cell, then the converter works as a unidirectional converter, as the energy
flows only from the source to the load. If both sources have an equal voltage magnitude, then the
switches S1 and S2 operate with the same duty cycle simultaneously. If the primary source is a solar
photovoltaic system and the secondary source is an energy storage device, then it works as a partially
bidirectional converter. The reason for partial bidirectional is that the battery will charge from the
primary source if the battery nominal voltage is less than the primary source voltage. To charge
the battery, the switch in the corresponding PVSC has to be permanently turned off, and only the
switches of other PVSCs will operate. Figure 4 shows the circuit diagram of a three-port unidirectional
SEPIC converter.
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If two DC voltage sources with different magnitudes, V1 and V2, are considered, then in order
to use the sources effectively, the two sources must operate at different duty cycles. The source with
a higher magnitude operates for the lower duty cycles, and the source with the lower magnitude
operates for a higher duty cycle.

Assuming that V1 > V2, then D1 < D2. D1 and D2 are the respective duty cycles for PVSC1 and
PVSC2. The operation of the three-port unidirectional SEPIC converter (Topology-1) is categorized
into three modes, as shown in Figure 5.

 

Figure 5. Modes of operation.

Where Deff is the effective duty of PVSC2, Deff = D2 − D1, and DD is the duty for which the diode
conducts; DD = 1 − D2.

� Mode-1 (S1 and S2 ON, only S1 conducts): The equivalent circuit of Mode-1 is shown in Figure 6.
Switches S1 and S2 are on during this mode. In a steady-state condition, the voltages on the input
capacitors C1 and C2 are the source voltages V1 and V2, respectively. Since V1 is considered to
be greater than V2, S2 blocks the possibility of a reverse current through the input leg of PVSC2.
This mode makes S1 conduct the current, while S2 is reverse-biased. Since D is reverse-biased, it
does not conduct, and meanwhile, the load side current is maintained by the output capacitor C.

L1
diL1

dt
= V1 (1)

L2
diL2

dt
= V2 − VC2 + VC1 (2)

L
diL
dt

= VC1 (3)

C1
dVC1

dt
= −(iL + iL2) (4)

C2
dVC2

dt
= iL2 (5)

C
dVC

dt
= −VC

R
(6)
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Figure 6. Mode-1 of topology-1 (S1 and S2 ON, only S1 conducts).

� Mode-2 (S1 OFF and S2 ON): The equivalent circuit of Mode-2 is shown in Figure 7. Once the
switch S1 is off, the switch S2 becomes forward-biased and starts conducting, since the duty cycle
of S2 is greater than S1. Since the diode D is still in a reverse-biased condition, the load current is
again maintained by the output capacitor C.

L1
diL1

dt
= V1 − VC1 + VC2 (7)

L2
diL2

dt
= V2 (8)

L
diL
dt

= VC2 (9)

C1
dVC1

dt
= iL1 (10)

C2
dVC2

dt
= −(iL1 + iL) (11)

C
dVC

dt
= −VC

R
(12)

Figure 7. Mode-2 of topology-1 (S1 OFF and S2 ON).

� Mode-3 (S1 and S2 OFF, D conducts): The equivalent circuit of Mode-3 is shown in Figure 8.
Both the switches S1 and S2 are in the off-state. The inductor L1 and L2 starts discharging, and
the capacitors C1 and C2 start charging from the sources V1 and V2. The diode D becomes
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forward-biased. The load current is now supplied by the sources V1 and V2, through L1, C1, and
L2, C2, respectively.

L1
diL1

dt
= V1 − VC1 − VC (13)

L2
diL2

dt
= V2 − VC2 − VC (14)

L
diL
dt

= −VC2 (15)

C1
dVC1

dt
= iL1 (16)

C2
dVC2

dt
= iL2 (17)

C
dVC

dt
= (iL1 + iL2 + iL)− VC

R
(18)

Figure 8. Mode-3 of topology-1 (S1 and S2 OFF, D conducts).

Combining the equations from (1) to (18) with their respective operating periods, the steady-state
equations of the proposed unidirectional converter can be deduced as follows:

L1
diL1

dt
= V1 − Deff(VC1 − VC2)− DD(VC1 + VC2) (19)

L2
diL2

dt
= V2 − D1(VC2 − VC1)− DD(VC2 + VC) (20)

L
diL
dt

= D1VC1 + DeffVC2 − DDVC (21)

C1
dVC1

dt
= −D1(iL + iL2) + (1 − D1) iL1 (22)

C2
dVC2

dt
= (1 − Deff) iL2 − Deff(iL1 + iL) (23)

C
dVC

dt
= DD(iL1 + iL2 + iL)− VC

R
(24)

Assuming that the converter is operated in CCM, and neglecting the ripple voltage and ripple
current, in a steady state average condition, VC1 = V1, VC2 = V2, and VC = VO. So, from Equation (21),
we have:

0 = D1V1 + DeffV2 − DDVO
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VO =
D1V1 + DeffV2

1 − D2
If (V1 > V2) (25)

VO =
D2V2 + DeffV1

1 − D1
If (V2 > V1) (26)

The above Equation (25) represents the output voltage expression of topology-1. On solving the
steady state Equations (19)–(24) by taking the left hand side as zero, the six state variables can be
derived (iL1, iL2, iL, VC1, VC2, and VC):

iL1 =
D1VO

(1 − D2) R
= I1 (27)

iL2 =
DeffVO

(1 − D2) R
= I2 (28)

iL =
VO

R
(29)

VC1 = V1 (30)

VC2 = V2 (31)

VC = VO (32)

2.1.2. Steady State Analysis of a Three-Port Bidirectional SEPIC Converter (Topology-2)

Topology-2 is designed to be a bidirectional converter with a solar photovoltaic system as a
primary source, and a battery as an energy storage device. Figure 9 shows the circuit diagram of a
three-port, bidirectional SEPIC converter. The converter possesses bidirectional power flow capability,
as the battery can be charged both from the primary source and the regenerative energy, if it is available
from the load side.

 

Figure 9. Three-port bidirectional SEPIC converter (Topology-2).

For bidirectional power flow with a solar photovoltaic system (V) and a battery (E), the converter
operates with two possible conditions.

Case-1 (V < E, battery discharging): Switches S1 and S2 operate with duty cycles D1 and D2

(where D1 > D2) and S3 will remain in the OFF condition. In this case, the converter operates as a
unidirectional converter, i.e., in a similar fashion to that of topology-1. Figure 10 shows the modes of
operation of topology-2 under this condition.
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Figure 10. Modes of operation (case 1, when V < E).

Since the converter operates in a similar fashion as that of topology-1 in this case, the output
voltage expression will remain the same as topology-1:

VO =
D2E + DeffV

1 − D1
(33)

where Deff = D1 − D2, V = primary source voltage, E = battery nominal voltage.
Case-2 (V > E, battery charging): Switch S2 will remain OFF; S1 only will operate at duty cycle D.

Two modes of operation are possible in this case, as shown in Figure 11.

Figure 11. Modes of operation (case 2, when V > E).

� Mode 1 (S1 ON, S2 and S3 OFF): In this mode of operation, S2 and S3 remain in an off state and
S1 is on for the duty cycle D. C1 discharges energy through the short path of S1, and it flows
through L and also through the anti-parallel diode of S2, and charges C2. The stored energy of L2

freewheels through the battery, and the short path makes the battery charge up. L1 charges from
the source V. Meanwhile, the load is fed by the capacitor C, as the diode is reverse-biased. The
equivalent circuit of this mode shown in Figure 12.

L1
diL1

dt
= V (34)

L2
diL2

dt
= −E (35)

L
diL
dt

= VC1 (36)

C1
dVC1

dt
= C2

dVC2

dt
+ iL (37)
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C
dVC

dt
= −VC

R
(38)

 

Figure 12. Mode 1 of topology-2 (case-2).

� Mode-2 (S1 OFF, S2 OFF): In this mode of operation, S2 and S3 remain in the off state, and S1 is
also in the off state for 1-D. The capacitor C1 charges from the voltage source V, and C2 discharges
through the inductor L2 and the battery. This mode makes L2 store energy, and the battery charge.
L1 releases stored energy through C1. The anti-parallel diode of S3 becomes forward-biased, and
the load is powered up by the source and output inductor L. The equivalent circuit of this mode
is shown in Figure 13.

L1
diL1

dt
= V − VC1 − VC (39)

L2
diL2

dt
= VC2 − E − VC (40)

L
diL
dt

= VC2 − E − VC (41)

C1
dVC1

dt
= iL2 (42)

C
dVC

dt
= iL + (iL1 − iL2)− VC

R
(43)

 

Figure 13. Mode-2 of topology-2 (case-2).
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Combining the equations from (34) to (43) with their respective operating periods, the steady-state
equations of the proposed bidirectional converter (case-2) can be deduced as follows:

L1
diL1

dt
= DV + (1 − D) (V − VC1 − VC) (44)

L2
diL2

dt
= −DE + (1 − D) (VC2 − E − VC) (45)

L
diL
dt

= DVC1 + (1 − D) (VC2 − E − VC) (46)

Assuming that the converter is operated in CCM, and neglecting the ripple voltage and ripple
current, in a steady-state average condition, VC1 = V, VC2 = V, and VC = VO. So, from Equation (46),
we have:

0 = DV + (1 − D) (V − E − VO)

VO =
DV + (1 − D) (V − E)

1 − D
(47)

The above expression (47) represents the output voltage of topology-2 while charging.
During reverse power flow, if any, the switches S1 and S2 will remain off, and only S3 will operate.

If S3 is on, the current will flow from the load side to the battery (E) through D2 and L2, and the
inductor L2 will store energy. If S3 is off, the inductor L2 discharges energy to the battery (E) through
the anti-parallel diode of S2. This means the battery is charged from the regenerative energy, if it is
available from the load side.

2.1.3. Small Ripple Approximation of a Three-Port SEPIC Converter

The methods of operation for topology-1 and topology-2 (case-1) are similar. The parameters
used for topology-1 can also be used for topology-2. In this section, the expressions for all of the circuit
parameters are described. Following the individual modes, the expressions for L1, L2, L, C1, C2, and C
concerning the current and voltage ripples are described below.

Consider the three modes, (i.e., D1, Deff, and DD) operating for t1, t2, and t3 periods respectively.
In mode-1 and mode-2, the inductor current increases from a low level to high level, say, IL11 to

IL12, and in mode-3, the current falls from IL12 to IL11. Therefore, the current ripple is considered to be
ΔIL1 = IL12 – IL11. Thus:

L1
diL1

dt
= V1

L1
ΔIL1

t1 + t2
= V1

If ‘T’ is the total period, then t1, t2, and t3 can be represented as D1T, DeffT, and DDT, respectively.
Thus:

ΔIL1 =
V1D2

f L1
(48)

where f = 1/T, assuming that the inductor L2 charges linearly during the periods t1 and t2 from IL21 to
IL22. Thus, the current ripple is ΔIL2 = IL22 − IL21.

L2
diL2

dt
= V2

L2
ΔIL2

t1 + t2
= V2

ΔIL2 =
V2D2

f L2
(49)
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The output side inductor L discharges from a high value to low value, say IL2 to IL1, only within
period t3. Hence the ripple is ΔIL = IL2 − IL1.

L
diL
dt

= −VC

− L
ΔIL

t3
= −VC

Here VC = VO, so:

ΔIL =
D1V1 + DeffV2

f L
(50)

Similarly, the voltage ripples can be calculated from the steady-state equations. The voltage across
C1 rises (assuming linearly) from a low value to a high value, say VC11 to VC12, during the time periods
t2 and t3. This flow gives a voltage ripple ΔVC1 = VC12 − VC11. In this period, the capacitor is charging
by the source current of V1, i.e., I1 = iL1.

ΔVC1 =
1

C1

t2+t3∫
0

iL1dt =
1

C1

t2+t3∫
0

I1dt

ΔVC1 =
I1

f C1
(Deff + DD)

ΔVC1 =
I1

f C1
(1 − D1) (51)

The capacitor C2 is charging during period t3 and t1 from the source current V2, i.e., I2 = iL2.
Therefore, a voltage ripple of ΔVC2 = VC22 − VC21 appears across capacitor C2.

ΔVC2 =
1

C2

t3+t1∫
0

iL2dt =
1

C2

t3+t1∫
0

I2dt

ΔVC2 =
I2

f C2
(DD + D1)

ΔVC2 =
I2

f C2
(1 − Deff) (52)

The capacitor C discharges during periods t1 and t2, providing the load current. The voltage
ripple is defined as ΔVC = VC2 − VC1.

− ΔVC = − 1
C

t1∫
0

VC

R
dt − 1

C

t2∫
0

VC

R
dt

ΔVC =
VC

R C
(D1 + Deff)

ΔVC =
D1V1 + DeffV2

f R C
(D1 + Deff) (53)

Thus, the circuit parameters can be obtained from Equations (48) to (53):

L1 =
V1D2

f ΔIL1
(54)

L2 =
V2D2

f ΔIL2
(55)
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L =
D1V1 + DeffV2

f ΔIL
(56)

C1 =
I1

f ΔVC1
(1 − D1) (57)

C2 =
I2

f ΔVC2
(1 − Deff) (58)

C =
D1V1 + DeffV2

f R ΔVC
(D1 + Deff) (59)

3. Results Analysis

The analysis of the proposed converter is further discussed and verified in this section, through
simulations for both topologies, using MATLAB/Simulink software. Table 1 indicates the parameters
used in the simulation of topology-1.

Table 1. Simulation parameters.

Parameters Estimated Values Simulation Values Unit

L1, L2 14.74 15 mH
C1, C2 0.462 0.54 mF

L 14.74 15 mH
C 0.299 0.54 mF
R 60 60 Ohm
V1 42 42 V
V2 42 42 V
D1 67 67 %
D2 50 50 %

f (switching freq.) 10,000 10,000 Hz

The permissible value of the current and voltage ripples are assumed to be ΔIL1 = ΔIL2 = ΔIL

= 0.5 A, and ΔVC1= ΔVC2 = ΔVC = 0.5 V. The input voltages (V1, V2), duty cycles (D1, D2), and the
corresponding values of L1, L2, L, C1, C2, and C are estimated by using Equations (54)–(59), as shown
in Table 1.

Figure 14 shows the waveforms of the current and voltage through and across the inductors and
capacitors, respectively. The output voltage and current of the proposed converter (topology-1) shown
in Figure 15 was found to be VO = 79 V and IO = 1.3 A. The actual current and voltage ripples estimated
from the simulation were approximately equal, and within the allowed value range of the ripples.
The actual values of the ripples from the simulation were ΔIL1 = 0.3 A, ΔVC1 = 0.13 mV, ΔIL2 = 0.35 A,
ΔVC2 = 0.4 mV, ΔIL = 0.4 A, and ΔVC = 0.4 mV.

226



Energies 2019, 12, 221

 

Figure 14. Current and voltage waveforms of each component (switch, inductor, and capacitor) present
in PVSC1, PVSC2, and PVLC of topology-1.

 

Figure 15. Output voltage and current waveforms of topology-1.
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The comparisons of the simulated output voltage (from the Simulink model) and the estimated
output voltage from Equations (25) and (26) for the different sets of input voltages (V1, V2) and duty
cycles (D1, D2) are shown in Table 2. The simulation and the estimated results were approximately
same for each individual set of inputs.

Table 2. Comparison of the simulated and estimated results of topology-1.

V1 (Volt) V2 (Volt) D1 (%) D2 (%) Sim. VO (Volt) Est. VO (Volt)

24 12 30 60 28.5 27
30 15 30 60 36 33.75
25 20 55 68.75 50 52.8
30 20 50 75 77 80
36 24 40 60 52 48
36 24 50 75 92 96
35 42 67 50 79 81.66

The output voltage and current waveforms of topology-2 during discharging (case-1) are shown
in Figure 16. The primary source voltage was taken as V = 16 V, and the nominal battery voltage rating
was E = 24 V. An initial state of charge of the battery (SOC) was considered to be 80%. The duty cycles
of the primary source and the battery were assumed to be 75% and 50%, respectively. The discharging
of the battery can be seen in the SOC graph, as shown in Figure 17. The SOC was decreasing in nature.

 

Figure 16. Output voltage and current waveforms of topology-2 during discharging (case-1).
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Figure 17. State of charge, current, and voltage waveforms of battery for topology-2 during discharging
(case-1).

The comparison of the simulated output voltage (from the Simulink model) and the estimated
output voltage from Equation (33) for the different sets of primary inputs and battery nominal voltages
(V, E) and duty cycles (D1, D2) is shown in Table 3. The simulation and estimated results were
approximately the same for each individual set of inputs.

Table 3. Comparison of the simulated and estimated results of topology-2 during discharging (case-1).

V (Volt) E (Volt) D1 (%) D2 (%) Sim. VO (Volt) Est. VO (Volt)

8 12 82.5 55 49 50.28
10 12 62.4 52 21 19.4
20 24 72 60 61 60
16 24 75 50 64 64
30 36 75 50 104 102
20 36 72 40 75 74.28

The output voltage and current waveforms of topology-2 during charging (case-2) are shown
in Figure 18. The primary source voltage was taken as V = 30 V, and the nominal battery voltage
rating was E = 24 V. An initial SOC was considered at 40%. The duty cycle of the primary source was
assumed to be 60%, and the switch under the battery cell remained off. The charging of the battery can
be seen in the SOC graph, shown in Figure 19. The SOC was increasing in nature.
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Figure 18. Output voltage and current waveforms of topology-2 during charging (case-2).

 

Figure 19. State of charge (SOC), current, and voltage waveforms of the battery for topology-2 during
charging (case-2).

A comparison of the simulated output voltage (from the Simulink model) and the estimated
output voltage from Equation (47), for different sets of primary inputs and battery nominal voltages
(V, E), and duty cycles (D1, D2) are shown in Table 4. The simulation and estimated results were
approximately same for each individual set of inputs.
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Table 4. Comparison of the simulated and estimated results of topology-2 during charging (case-2).

V (Volt) E (Volt) D1 (%) D2 (%) Sim. VO (Volt)

20 12 60 39.5 38
15 12 70 39.3 38
30 24 60 53.3 51
20 12 40 23 21.3
40 24 60 80 76
44 36 50 63 52
40 36 60 66.5 64

4. Design of Controllers for the Three-Port SEPIC Converter

A controller is needed for closed loop operation of the proposed converter, in order to maintain
the output voltage as constant. A state-space analysis of the proposed converter was performed in
order to obtain the transfer function, followed by the step response of the converter. Two controller
structures were designed in this work; the first one was for unidirectional topology, and the other one
was for bidirectional topology. The controller used in this work was a PI controller for both topologies,
and an MPPT controller for the solar photovoltaic system was also used as an input in the bidirectional
topology to track the maximum available power.

4.1. State Space Analysis of the Three-Port SEPIC Converter

State space analysis refers to the smallest set of variables whose knowledge at t = t0, together with
the knowledge of the input for t > t0, gives complete knowledge of the behavior of the system at any
time t ≥ t0. The state variable refers to the smallest set of variables that can help us to determine the
state of the dynamic system. For the proposed converter, the current through all of the inductors (iL1,
iL2, iL) and the voltage across each capacitor (VC1, VC2, VC) are considered to be the state variables.
The state space model is represented as:

.
x = Ax + Bu (60)

y = Cx + Du (61)

where x = state variable matrix, u = input matrix, y = output matrix.

x =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

iL1

iL2

iL
VC1

VC2

VC

⎤⎥⎥⎥⎥⎥⎥⎥⎦
; u =

[
V1

V2

]
; y =

[
Vo

Io

]

The transfer function (TF) of the system is defined as follows by Equation (62):

TF(s) = C (sI − A) −1 B + D (62)
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The A, B, C, and D matrices of the proposed converter are derived using the steady-state
Equations (19)–(24):

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 D1−1
L1

D2−D1
L1

D2−1
L1

0 0 0 D1
L2

−(1+D1−D2)
L2

D2−1
L2

0 0 0 D1
L

D2−D1
L

D2−1
L

1−D1
C1

−D1
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The transfer function of the proposed converter has been derived using the state-space model,
and it is represented in Equations (63) and (64):

Vo

V1
=

1.941e004 s4 + 2.023e − 009 s3 + 4.453e009 s2 + 0.0003845 s1 + 1.451e014
s6 + 30.3 s5 + 2.057e005 s4 + 5.652e006 s3 + 8.792e009 s2 + 1.751e011 s1 + 8.866e013

(63)

Vo

V2
=

1.941e004 s4 + 3.724e − 009 s3 + 1.644e009 s2 + 0.0001096 s1 + 3.493e013
s6 + 30.3 s5 + 2.057e005 s4 + 5.652e006 s3 + 8.792e009 s2 + 1.751e011 s1 + 8.866e013

(64)

For the open-loop system in Figure 20, the step response had a steady state error of 1.5%, and
the maximum overshoot was 59%, which was greater. A PI controller was designed for maintaining
the output at a reference value. For the closed-loop system in Figure 21, the steady-state error and the
maximum overshoot were almost 0%. The step response of the proposed converter model is shown in
Figure 22.

Figure 20. Open-loop system block diagram.

 
Figure 21. Closed-loop system block diagram.
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Figure 22. Step response of the proposed converter for the open-loop and closed-loop systems.

4.2. The Closed-Loop Unidirectional Controller

The output voltage VO in this topology varied with the change in the input voltage sources V1

and V2. A PI controller was incorporated between the output and the input V2, as shown in Figure 23.
The actual output voltage was compared with a set value or a reference voltage, and generated an
error. The error was processed through a PI controller tuned with a proportional constant (KP) and
an integral constant (KI). The output of the PI controller was again processed through a saturation
block, the maximum limit of which was set to 0.8, so that the switch did not operate beyond an 80%
duty cycle for the safety of the switch. The saturated signal then passed through a PWM block, which
generated the switching pulses D2 for the voltage source V2. With the known values of V0, V1, V2, and
D2, the switching pulses for V1, i.e., (D1) could then be found, using the output voltage equation of
topology-1 (Equation (25)).

 
Figure 23. Unidirectional closed-loop converter.
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The reference value of the output voltage was set to be 220 V. With this closed-loop topology of a
unidirectional structure, the output voltage was maintained at a constant value of 220 V, even if there
was a variation in the input supply V1 and V2. The proportional gain constant (KP) of the PI controller
was taken as 0.0001, and the integral gain constant (KI) was taken as 0.005. Figure 24 shows the output
voltage and the output current of a unidirectional closed-loop converter.

Figure 24. Output voltage and current of a unidirectional closed-loop converter.

With 220 V as the reference voltage, the generated output was VO = 220 V with inputs V1 = 90 V
and V2 = 100 V. From the results of the closed loop simulation, it was inferred that the output voltage
of the converter remained constant with the variation of input source. The closed loop system reduced
the steady state error and maximum overshoot to 0%.

4.3. The Closed-Loop Bidirectional Controller

In this design, as shown in Figure 25, two input voltage sources, a solar photovoltaic system and
a battery were used. The output voltage VO varied with the variation of the input voltage sources. A
PI controller was incorporated between the output and one of the input sources, depending on the
availability of the sources. A P & O algorithm-based MPPT controller was incorporated with a PV
input, in order to track the maximum available power. Three operating conditions were possible for
this closed-loop structure.
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Figure 25. Bidirectional closed-loop converter.

Case-1: When both sources supply to the load: When both the sources are active, then the MPPT
controller generates the switching pulse (D1) for the cell containing the PV, and the PI controller
generates the switching pulses (D2) for the cell containing the battery. The PI controller incorporated
with the battery maintains the output voltage to the set value. The actual output voltage is compared
with a set value or a reference voltage, and it generates an error. The error is processed through a PI
controller tuned with a proper value of a proportional constant (KP) and an integral constant (KI). The
output of the PI controller is again processed through a saturation block, the maximum limit of which
is set to 0.8, so that the switch does not operate beyond the 80% duty cycle for the safety of the switch.
The signal forms the saturation block that is fed to the pulse generation circuit or the PWM block,
which generates the switching pulses D2 for the cell containing the battery source. Meanwhile, the
MPPT controller transfers the maximum available power from the PV to the load.

Case-2: When sufficient solar power is available: When maximum solar power is available and
it is sufficient to supply the load, then the MPPT controller has to be removed, and the PI controller
will be incorporated between the load and the PV input. During this condition, if the battery is not
fully charged, the switch for the battery port (S2) can be turned off. This makes the battery charge from
the PV input. If the battery is fully charged, then it can be disconnected from the system through the
breaker. The PI controller with the PV input will maintain a constant output, even if there is a variation
in solar irradiation to an extent. The operating conditions for the above three cases are given in Table 5.
The signals ‘pvcut’ and ‘batcut’ represent the operating signals for the breakers of the PV port and
battery port, respectively. When ‘pvcut’ or ‘batcut’ is 1, then the corresponding breaker will be shorted,
and the respective source will be added to in the system. Similarly, if it is 0, then the corresponding
breaker will be open, and the respective source will be disconnected from the system. The signals
‘pvmpp’ and ‘batpi’ are the operating signals of the selection switches, allowing the switching of pulses
to two respective switches, S1 and S2, of the input ports from the controllers. If ‘pvmpp’ is 1, then the
switching pulse D1 will be generated from the MPPT controller, and if ‘pvmpp’ is 0, then the switching
pulse D1 will be generated from the PI controller. Similarly, if ‘batpi’ is 1, then the switching pulse D2

will be generated from the PI controller, and if ‘batpi’ is 0, then the switching pulse D2 will be 0 and
switch S2 turns off.
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Table 5. Control logic of a closed-loop bidirectional controller.

Condition SOC vpv irr batcut pvcut pvmpp batpi

1 >80% - - 1 1 1 1
2 <95% >120 - 1 1 0 0
3 >99% >120 - 0 1 0 0
4 <40% - - 1 1 0 0
5 - - 0 0 1 1 1

Case-3: When solar power is not available: When PV power is not available during the night or
in cloudy weather, the battery alone will supply to the load, and maintain a constant output. During
this condition, the PV can be disconnected from the system through a breaker. The PI controller is
incorporated between the load and battery source. The actual output voltage is compared to the
reference voltage, and it generates an error. The error is processed through the PI controller, tuned
with a proper value of the proportional constant (KP) and the integral constant (KI). The output of the
PI controller is again processed through a saturation block. The signal form the saturation block is
fed to the pulse generation circuit or PWM block, which generates the switching pulses D2 for the cell
containing the battery source.

In the output, the voltage shown in Figure 26 implies that it remains constant at a set value of
220 V, even if there is a variation in the PV input due to intermittent solar irradiation levels, to an
extent. The proportional gain constant (KP) of the PI controller is taken as 0.0001, and the integral gain
constant (KI) is taken as 0.005.

 

Figure 26. PV input, output voltage, and current during intermittent solar irradiation.

Condition-1 of control logic: Figure 27 shows the output voltage and output current of a
bidirectional closed loop converter when both the PV and the battery are supplying. The inputs
are taken to be PV = 119 V, E = 120 V, and the initial battery state of charge is assumed to be 82%, as
shown in Figure 28. From the results of the closed-loop simulation for this case, it is inferred that the
output voltage of the converter remains constant at a set value of 220 V. Both sources are supplying to
the load, and the battery is discharging.
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Figure 27. Output voltage and current of a bidirectional closed-loop converter when both the PV and
battery are supplying (condition-1 of control logic).

 

Figure 28. SOC, current, and voltage of the battery during discharging (condition-1 of control logic).

Condition-2 of control logic: Figure 29 shows the output voltage and output current of a
bidirectional closed loop converter when only the PV is supplying. The PV is taken to be PV =
123 V, and the initial battery state of charge is assumed to be 60%, as shown in Figure 30. The output
voltage is maintained constant at a set value of 220 V, and the battery is charging.
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Figure 29. Output voltage and current of a bidirectional closed-loop converter when only the PV is
supplying (condition-2 of control logic).

 

Figure 30. SOC, current, and voltage of the battery during charging (condition-2 of control logic).

Condition-3 of control logic: In this case, if the battery is fully charged and PV is sufficient to
supply the load, then the battery can be disconnected. For a fully charged battery, the initial battery
SOC is assumed to be 99.9%. From the results of the closed-loop simulation for this case, in Figures 31
and 32, it is inferred that the output voltage of the converter remains constant at a set value of 220 V.
The PV is supplying to the load and the battery is disconnected.
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Figure 31. Output voltage and current of a bidirectional closed-loop converter when only the solar PV
is supplying, and the battery is fully charged (Condition-3 of control logic).

 

Figure 32. SOC, current, and voltage of the battery when it is fully charged (Condition-3 of
control logic).

Condition-4 of control logic: In this case, the solar PV supplies the load and charges the battery.
The PV is taken to be PV = 119 V, and the battery is very much less charged. The initial battery state
of charge is assumed to be 35%, as shown in Figures 33 and 34. The output voltage is maintained
constantly at a set value of 220 V, and the battery is charging.
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Figure 33. Output voltage and current of a bidirectional closed-loop converter when only the solar PV
is supplying, and the battery is undercharged (Condition-4 of control logic).

 

Figure 34. SOC, current, and voltage of the battery when it is undercharged (Condition-4 of
control logic).

Condition-5 of control logic: In this case, if the PV is not available or if irradiation level is 0, then
the battery supplies to the load. The initial battery SOC is assumed to be 65%. From the results of the
closed loop simulation for this case, in Figures 35 and 36, it is inferred that the output voltage of the
converter remains constant at a set value of 220 V. The PV is disconnected, and the battery supply to
the load is being discharged.
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Figure 35. Output voltage and current of a bidirectional closed-loop converter when only the battery is
supplying (Condition-5 of control logic).

 

Figure 36. SOC, current, and voltage of the battery (Condition-5 of control logic).

5. Experimental Verification

The simulation analysis of the open loop topology-1 was verified with a real-time hardware
setup. The hardware setup was realized with two IGBTs (FGA15N120) and a high-frequency diode
(HER3006PT). A DSPIC30F2010 microcontroller was used for generating the switching pulses. In both
the input ports, V1 and V2, supply was provided by a solar PV system of equal power rating.

The input to PVSC1 is V1 = 35 V, whereas for PVSC2, V2 = 42 V. The duty cycle for two
corresponding switches is: D1 = 67% and D2 = 50%. The components of the setup were designed to
operate at a maximum of 1 kW. The component design parameters of the setup are given in Table 6.
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Table 6. Design parameters for the hardware setup.

Description Specification

PVSC1 inductor, L1 15 mH
PVSC2 inductor, L2 15 mH
PVLC inductor, L 15 mH

PVSC1 capacitor, C1 0.54 mF
PVSC2 capacitor, C2 0.54 mF
PVLC capacitor, C 0.54 mF

Switching frequency, f 10,000 Hz

With the given input and duty cycle, the calculated output voltage from Equation (26) was 81.66 V.
The output of the MATLAB simulation of the proposed topology for the similar parameters was
approximately 79 V. The output voltage of the proposed hardware setup for the given input and
duty cycle was 78.8 V. This indicates that for similar values of parameters and inputs, the outputs
corresponding to a mathematical analysis, MATLAB simulation, and hardware setup are approximately
the same. Figure 37 shows the hardware setup of the three-port unidirectional topology.

 

Figure 37. Hardware setup of the proposed topology-1.

Figure 38a shows the input voltage waveform, V1 = 37 V and V2 = 42 V. Figure 38b shows the
switching pulses of the switch S1 & S2, i.e., D1 = 67% and D2 = 50% respectively. Figure 39a shows the
voltage across the switches. Figure 39b shows the current through the inductors. Figure 40a,b shows
the voltage across the capacitors. Figure 41 shows the output voltage of the converter V0 = 78.8 V.
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(a) (b) 

Figure 38. (a) Input voltages (V1 = 35 V, V2 = 42 V), (b) switching pulses for S1 and S2 (D1 = 67% and
D2 = 50%).

  
(a) (b) 

Figure 39. (a) Voltages across switches S1 and S2 (Vt1 and Vt2), (b) currents through inductors L1 and
L2 (iL1 and iL2).

  
(a) (b) 

Figure 40. (a) Voltages across the capacitors C1 and C2 (VC1 and VC2), (b) voltage across the output
capacitor C (VC1).
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Figure 41. Output voltage (V0 = 78.8 V).

6. Conclusions

In this paper, a unidirectional and bidirectional three-port converter based on SEPIC topology
has been proposed and analyzed thoroughly. The detailed operations in various cases along with
design concepts, theoretical analyses, have been cross verified through simulation and experimental
results. The proposed three-port converter offers alternate solutions for integrating renewable sources
with energy storage devices. This makes three port SEPIC-SEPIC converters a promising topology for
electric vehicles, satellite, or DC micro-grid applications.
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Abstract: This paper presents a rotation speed estimation and an indirect speed control method for
a turbine-generator in a grid-connected 3-phase electrical power conversion system of an organic
Rankine cycle (ORC) generation system. In addition to the general configuration mechanism and
control techniques that are required in the grid-connected ORC power generation system, the indirect
speed control method using the grid-side electric power control and the speed estimation method is
proposed for the proper speed control of turbine-generators. The speed estimation method utilizes a
digital phase-locked loop (PLL) method that uses a state observer to detect the positive-sequence
voltages. A 10 kW system where a Motor-Generator set is used as a turbine simulator and a 23 kW
actual system for the grid-connected ORC power generation were designed and manufactured,
respectively. This paper includes various experimental results obtained from field tests conducted on
actual installed ORC systems.

Keywords: generator speed control; electrical power generation; turbine and generator;
grid-connected converter; organic Rankine cycle; renewable energy

1. Introduction

As part of the renewable energy generation system, researches on power generation systems
using heat sources have been developed. An organic Rankine cycle (ORC) system with an organic
compound having a low boiling point as a working fluid can obtain high-pressure steam even with a
low-temperature heat source. Accordingly, there are many technical and economic advantages, and it
is possible to generate high efficiency power from various heat sources [1,2].

In the ORC generation system, the output power of the turbine is converted into electric power
by the generator, and it transferred to the grid network via an electric power conversion system.
The generated electric power must be synchronized with the grid electric power under the constant
frequency before fed into the grid [3,4]. Figure 1 shows the schematic diagram and the photographs of
the ORC generation system with the grid-connected electric power conversion system.

The generator is directly coupled to the turbine expander that is designed for a high-speed drive
so as to reduce the size and increase the efficiency [5–7]. Additionally, the generator rotor will operate
at variable speeds according to the operating conditions of the ORC system. However, due to the
ripple or fluctuation of the turbine rotation speed caused by the unpredictable nature of the ORC
system, the generator is exposed to the speed ripple, which in turn causes significant vibration and
noise. This means that the degradation in control performance and durability of the ORC system are
inevitable. Thus, the rotation speed of the turbine-generator should be operated constantly for the
stable operation of the ORC generation system [8].
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The rotation speed information of the turbine-generator is needed for proper speed control and
it can be measured by a speed sensor, such as encoders or resolvers [9]. However, these sensors
add difficulties to the installation and maintenance, increasing system cost, and greatly reducing the
reliability due to the hostile environment of high temperature and humidity of the turbine [9,10]. Thus,
the estimation of the generator speed should be adopted for the ORC system [10,11].

In general, PWM switched converters or diode rectifiers are used as generator side AC/DC
converters. In References [12,13], a PWM converter has high power flow management capability and
can directly control the generator speed. However, the use of the PWM converter for the high-speed
generator causes several problems such as high switching frequency, high device breakdown voltage,
and price increase. A multilevel PWM topology to meet the voltage and power requirement is also
used in MW generation systems, as in Reference [14]. However, a high-performance control system is
required along with control complexity, and the price is considerably increased [15].

Many studies using a diode rectifier instead of a PWM converter on the generator side have been
performed [16]. Advantages of this topology include reliability, durability, lower cost and higher rated
power than PWM converters, especially in the power generation system with the high-speed driven
turbine [15,17,18]. However, the usage of a diode rectifier makes it impossible to directly control the
generator speed on the generator side. Furthermore, the generator terminal voltage has a distorted
waveform caused by the conduction of the diode rectifier [5,15,18], which results in a significant ripple
component of the estimated speed. Together, it leads to a great challenge for the improved speed
control performance in the ORC system. A method of controlling the generator speed by using an
additional DC-DC boost converter in a diode rectifier has been recently studied, as in references [19,20].
However, it also has the same problems as PWM converters.

Therefore, in order to solve the problem of speed estimation and control caused by the use
of the generator-side diode rectifier, as shown in Figure 1, this paper presents a rotation speed
estimation method under the distorted generator terminal voltage of the diode rectifier and an indirect
speed control method using grid-side electric power control for the ORC power generation system.
The proposed speed control system is verified by experimental results of the manufactured and
installed actual grid-connected ORC system.

 

Figure 1. Schematic diagram and photographs of the whole manufactured organic Rankine cycle (ORC)
generation system.

2. Grid-Connected Electric Power Conversion System

Grid-connected electric power conversion systems are commonly comprised of a generator-side
rectifier, a DC-link, a grid-side inverter, a grid filter, and a control system. The grid-side three-phase
PWM inverter supplies the regulated AC power from the rectified DC voltage to the grid. It is
critical in grid-connected electric power conversion systems for optimized control to meet the grid
interconnection and required electric power quality [21–24].
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The control algorithm for the grid-side PWM inverter is illustrated in Figure 2. It represents the
‘Microprocessor Control System’ part of Figure 1 in detail. The control structure for the grid-side PWM
inverter consists of two cascaded loops. The two current controllers in the inner loop have a fast
response in a synchronous reference frame [25–27]. The DC voltage controller in one of the outer loops
implements the balanced electric power of the DC- link, which enables the active power flowing to
the grid.

 

Figure 2. General control block diagram of the gird-side PWM inverter with the PLL method.

Additionally, the power factor controller in the other outer loop controls the reactive power.
Therefore, the two current controllers for q-axis and d-axis obtain their references from the DC voltage
and power factor controller, respectively. Additionally, the two current controllers generate the voltage
references on d and q axes, for the PWM signal generation [28,29]. The current synchronized with
the grid voltage should be injected into the grid as the standards required. Accurate phase angle
information of the grid voltages can be detected using a phase-locked loop (PLL) method [30].

The synchronous reference frame (SRF) PLL method detects the angular position of three-phase
voltage by controlling the error of the actual and the estimated [31]. The SRF-PLL is robust and
has better dynamic performance than zero crossing PLL discussed in [32,33]. This method has been
generally utilized various applications for the phase angle detection [34,35]. The SRF-PLL is conducted
in the d and q axis synchronous reference frame as shown in Figure 2. This PLL requires reference
frame transformations, namely the stationary and synchronous reference frame, and the phase locker
is implemented by setting the d-axis voltage to zero. The PI controller output is the angular velocity of
the grid voltage. After taking the integration of the angular velocity, the phase angle is obtained [31,34].

3. Speed Estimation and Control for Turbine and Generator

3.1. Speed Estimation Using PLL

The SRF-PLL used for the phase angle detection of the grid voltage can be also adopted in
generator control to estimate the rotational speed [36,37]. In this case, the extracted three-phase terminal
voltage from the generator is used instead of the grid, the generator speed can be estimated in the same
way as the grid voltage [38,39]. In the case of the PWM switched converters are used as generator
side AC/DC converters, since the generator, three-phase terminal voltage, has a non-distorted voltage
without any harmonics, it has fast and good dynamic characteristics like in the grid voltage.

However, a diode rectifier is used instead of the PWM converter in this paper. As shown in
Figure 3, the three-phase terminal voltage has a non-sinusoidal waveform due to the diode conduction
of the rectifier in the generation region, and has a variable frequency of the generator. As a result,
the estimated speed from the generator terminal voltage by the conventional SRF-PLL method has a
significant error, which is similar to the estimated phase angle under the distorted grid angle conditions.
This means that the speed control performance and overall system efficiency will be degraded [36,37].
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Figure 3. Waveforms of 3-phase generator voltages by diode rectifier and estimated speed using
conventional SRF-PLL method.

In order to achieve satisfactory performance of the speed estimation under the non-sinusoidal
distorted voltage, certain techniques such as harmonics compensation, filtering, and positive-sequence
component detection can be additionally used [40–42]. An improved performance of the conventional
SRF-PLL under distorted voltages is achieved by separating the positive and negative sequences and
by feeding back only the positive-sequence. The SRF-PLL method with positive-sequence detection
has the better tracking performance than the conventional SRF-PLL topology [43]. In this paper, a state
observer is utilized as the positive-sequence voltage detection method. Based on the positive-sequence
of the distorted three-phase generator terminal voltages, detected by a state observer, the generator
position and speed can be obtained from the positive-sequence voltage by the SRF-PLL.

Assuming that the three-phase voltage is unbalanced and distorted with high-order harmonics,
it can be decomposed into positive, negative, and homopolar (zero) sequence components.
By calculating and decomposing each sequence component, only the voltage of the positive-sequence
component can be extracted [44]. Using this as the input voltage of the SRF-PLL, accurate position
estimation from the unbalanced and distorted three-phase voltage is possible.

The positive and negative sequence components of the three-phase voltage are given in
Equation (1), where p and n represent positive and negative, respectively. The zero sequence component
is not considered because of the balanced electric circuit of the generator.⎡⎢⎣ Va

Vb
Vc

⎤⎥⎦ = Vp

⎡⎢⎣ cos(ωt + ϕp)

cos(ωt − 2π
3 + ϕp)

cos(ωt + 2π
3 + ϕp)

⎤⎥⎦+ Vn

⎡⎢⎣ cos(ωt + ϕn)

cos(ωt + 2π
3 + ϕn)

cos(ωt − 2π
3 + ϕn)

⎤⎥⎦ (1)

Equation (1) can be calculated in the d-q stationary reference frame as Equation (2).[
Vs

d
Vs

q

]
=

[
Vs

pd
Vs

pq

]
+

[
Vs

nd
Vs

nq

]
= Vp

[
cos(ωt + ϕp)

sin(ωt + ϕp)

]
+ Vn

[
cos(ωt + ϕn)

− sin(ωt + ϕn)

]
(2)

The generator three-phase terminal voltage can be modeled by using a state equation with the
positive and negative sequence voltage in the stationary reference frame. The equation of the general
state observer is shown in Equation (3). Where x and y is the state and output vector, respectively, and
L is the gain of the state observer, A and C is the system and output matrix, respectively.

d
dt

x̂ = Ax̂ + L(y − Cx̂) (3)
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By differentiating Equation (2), the state equation can be derived as Equation (4).
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The output equation for the decomposed state variables of Equation (2) can be expressed as
Equation (5).
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The state observer equation is derived from Equations (3)–(5) and is given in Equation (6), where
the angular speed variable ω̂ is estimated from the previous sample and the tuned observer constant
should be used.
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The block diagram of the speed estimation method using the SRF-PLL with a state observer is
presented in Figure 4. The measured three-phase generator terminal voltage is transformed into the
stationary reference frame voltage. The positive and negative sequence component is decomposed by
the state observer. Then, the generator speed is estimated from the positive-sequence. The estimated
electrical speed is transformed into mechanical speed depending on the pole number of the generator.
The speed can be estimated with minimal error and ripple, and used for the speed control afterwards.

Equation 6

Figure 4. Speed estimation method using SRF-PLL with a state observer.

3.2. Indirect Speed Control

Since a diode rectifier is used on the generator side instead of the PWM converter, the torque
and speed of turbine and generator cannot be directly controlled. Therefore, the torque of the turbine
and generator should be indirectly controlled through the generated electrical power on the grid side,
which allows the speed of the turbine and generator to be operated constantly.

The input power of the generator from the turbine can be expressed, as shown in Equation (7).
When the output power of turbine increases under a DC-link voltage control of the grid-side PWM
inverter, the turbine-generator speed increase due to the difference between turbine and generator
(load) torques. Then, the operating point of the turbine and generator is changed by the torque
characteristic line. Therefore, for the constant speed operation, the generator torques can be controlled
according to the given output power of the turbine.

Pinput = TM × ωM (7)
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The mechanical generator torque is expressed in Equation (8). At the steady state, the right-side
differential term of Equation (8) is zero. Neglecting the damping effect of the inertia moment and
the friction term, the mechanical turbine output torque is approximately equal to the load torque of
the generator.

TM = J
dω

dt
+ Bω + TL (8)

The load torque can be regarded as the generator electric torque delivered to the grid, as given in
Equation (9). Where KT is the torque constant and ie

qs is the generated torque component current of the
q-axis synchronous reference frame. Therefore, the mechanical speed of the turbine and generator can
be maintained by controlling the torque component current of the generator.

TL = Te = KT × ie
qs (9)

The peak value of output voltage with the constant excitation of the generator is proportional
to the rotating speed of the machine. The variation of the q-axis current (the generated peak output
current from the generator) depends on the difference between the peak output voltage of the generator
and the DC–link voltage. This implies that it is possible to control the torque component (q-axis)
current by adjusting the DC-link voltage, which further controls the mechanical speed of the turbine
and generator.

The schematic diagram for speed control is shown in Figure 5. The indirect speed control system
is developed based on the relationship between the DC-link voltage and the torque component current
of the generator. The speed controller outputs the DC-link voltage reference from the error between
the reference and the estimated speed. The DC-link voltage should be guaranteed to be the standard
value at least for system stability and can be changed within the system limits.

ω

ω Κ p

Κ i S
1

Figure 5. Block diagram for indirect speed control.

The overall proposed speed control algorithm for the turbine-generator of the ORC system is
illustrated in Figure 6. The three-phase generator voltage is measured by the generator-side voltage
sensor. The rotor speed information of the generator, which is used in the speed controller, is estimated
using the PLL method. The rotor speed with reduced ripple components can be estimated from the
positive sequence voltage. The speed controller is located in the outer loop of the DC-link voltage
controller, which controls the active power generation of the generator. The torque component current
control can control the turbine-generator speed indirectly.

Therefore, the proposed speed control system can control the generator speed for the stable
operation by controlling the amount of transmitted electric power to the grid. All the other components
of Figure 6 have been explained in detail in the Section 2.
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Figure 6. Proposed indirect speed control algorithm in a grid-connected ORC generation system.

4. Experimental Set-Up and Results

Two types of experiments are conducted in order to verify the proposed indirect speed control
systems. The first experimental setup shown in Figure 7 is a 10 kW small-scale system, where a motor
simulates the turbine and is used for the confirmation of the proposed control method during the
developing stage. This system consists of two grid-connected electric power conversion systems and
a motor-generator set. A 15 kW PMSM, which is directly coupled with a 12 kW PMSG, is operated
as the turbine simulator. Two converter systems are used as the drive systems for turbine simulator
and generator, respectively. The entire control algorithm is implemented in a micro-processor control
board. The electrical parameters of the experimental setup are presented in Table 1.

ω
ω Ι

Ι

Ι

Ι

Ι
Ι
Ι

Ι Ι Ι

 

Figure 7. Experimental setup of 10 kW small-scale grid-connected ORC simulation system.

Table 1. Parameters of Experimental Setup.

System Parameter Value

Converter System

DC-link
capacitance 3133 (uF)

Switching
frequency 10 (kHz)

Control period 100 (us)

Grid-Network

Grid line-line
voltage 55 (Vrms) (4:1 trans.)

Frequency 60 (Hz)
Filter L inductance 5 (mH)

Simulator/Generator (PMSM/G)

Rated power 15 (kW)/12 (kW)
Rated torque 95.4 (Nm)/70 (Nm)

Back EMF constant 109.0 (Vpeak L-L/krpm)
Pole number 8
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Figure 8 shows the experimental results of the generator speed estimation performance under the
conventional SRF-PLL and the state observer SRF-PLL. In Figure 8a, using the conventional SRF-PLL,
significant ripple components are observed in waveforms of the generator voltages Vs

d , Ve
d , and the

estimated speed ωPLL. On the other hand, the state observer SRF-PLL eliminates the ripple components
from the waveforms of the estimated speed by using the positive sequence component of generator
voltage Vs

d_positive and Ve
d_positive. The ripple of the estimated generator speed ωproposed_PLL is reduced

by about 85% compared to that of the conventional estimation method.
Figure 8b represents the results of speed estimation under the conventional and the proposed

method in a full operating range. In the region indicated as ‘Generator Speed-up Region’ in Figure 8b,
the generated power cannot be transmitted to the grid side because the excited voltage amplitude
according to the generator speed does not reach to the DC-link voltage. At the transition stage between
‘Generator Speed-up Region’ and ‘Generation Region’, the generated power starts flowing to the grid.
Additionally, the generator voltage is distorted due to diode conduction. As can be seen, the speed
waveform of the conventional method has much more ripple components than the proposed method.
The curve ωm_measured in Figure 8b is the actual speed measured by the encoder in order to confirm the
speed estimation performance.

(a) (b) 

Figure 8. Experimental results of the rotation speed estimation for the turbine-generator: (a) Estimated
speed by PLL; and (b) estimated speed in a full operating range.

The experimental results of the proposed indirect speed control is shown in Figure 9. From speed
control in the ‘Generation Region’, by increasing q-axis current to the grid-side (negative direction)
using the speed control action, the generator speed is controlled constantly at the reference speed
of 1000RPM. The grid-side d-axis current is controlled to be zero to achieve the unity power factor.
When the turbine output power increases suddenly, the q-axis current injected into the grid is increased
(from −4A to −18A) by the DC-link voltage control to keep the constant speed for the safe operation
of the ORC system.

The second experiments are implemented in the actual ORC power generation system, as shown
in Figure 10. The configuration of the experimental setup is same as the one shown in Figure 1. And the
ORC loop configurations, the working fluid, the operation process, performance curves, sensors and
system parameters used in this experiment are the same as that previously designed and manufactured
in Reference [45]. Generator (PMSM) is directly coupled to the expander shaft.
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Figure 9. Experimental results of the proposed indirect generator speed control.

 
(a) (b) 

Figure 10. Experimental setup for the actual ORC power generation system: (a) Gird-connected electric
power conversion system; and (b) 23 kW ORC power generation system.

The experimental results of the proposed indirect speed control are presented in Figure 11a–d.
It shows the waveforms for the mass flow rate of the working fluid and the turbine in/outlet
pressure (a), the pressure ratio and the turbine output power (b), the rotation speed and torque
of the turbine-generator (c), and the DC-link voltage and the grid-side torque component (q-axis)
current (d) in detail. During the experiment, the turbine output power is increased from 0 to 1.4 kW to
confirm the control performance.

Initially (before 80s), when the turbine output power is supplied, the turbine and generator
speeds increase until reaching the start point of the ‘Generation Region’. At this point (from 80s), the
rotation speed control is started, and the generator starts supplying the power to the grid system and
the constant speed control is implemented (3000RPM). As presented in Figure 11d, by controlling
the DC-link voltage, the injection of the generated q-axis torque component current gets regulated,
accordingly. Then, the generator torque is indirectly controlled through the injection of grid-side
current, which further maintains the rotor speed, as shown in Figure 11c.

At time 1050s, the turbine output power increases due to the increase in the mass flow rate of
the working fluid as shown in Figure 11a,b. For the generator speed to be controlled constantly in
this region, the DC-link voltage is controlled to have a lower value, and the grid-side q-axis current
correspondingly increases (Figure 11d). Accordingly, the generator (load) torque increases, and the
generator speed is controlled to maintain constantly (Figure 11c).

In conclusion, as observed in the experimental waveforms, the proposed speed control system
can achieve the desired control performance under various supplied turbine output due to the power
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fluctuation of the ORC system. Since the noise and vibration of turbine-generator are caused by the
speed ripple from the ORC power output ripple, constant speed control reduces noise and vibration.
This means that, without the use of indirect speed control, the ORC output ripple cause to the noise
and vibration of the generator. Therefore, from the experimental results shown in Figure 11, the ORC
turbine output ripple waveform and the indirectly controlled speed waveform can be considered as
the performance comparison.

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 11. Experimental results of proposed speed control in the actual ORC generation system:
(a) Mass flow rate of working fluid and turbine in/outlet pressure; (b) pressure ratio and turbine
output power; (c) Rotation speed and torque of the turbine-generator; and (d) DC-link voltage and
grid-side torque component (q-axis) current.
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5. Conclusions

This paper presented an indirect speed control method for a turbine-generator in a grid-connected
electric power conversion system of an ORC power generation system. The rotor speed information for
proper speed control was estimated from the positive-sequence voltage of the generator by using the
state observer PLL method. Additionally, the constant speed control could be guaranteed by controlling
the grid-side generated electrical power. Accordingly, the proposed control method improves stability
and durability of the ORC generation system by making it possible to estimate the rotating speed
under the distorted generator terminal voltage due to the diode rectifier. It also realizes the constant
rotation speed control despite the ripple or fluctuation of the turbine power. This paper also presented
the information about the configuration mechanism and control techniques that are required in the
grid-connected generation system. For the experimental verification, 10 kW and 23 kW grid-connected
ORC power generation experimental systems with a turbine simulator and actual turbine, respectively,
were designed and manufactured. The field test was conducted in the installed actual grid-connected
ORC system. The effectiveness of the proposed control system has been verified through extensive
experimental results. As a future plan, the proposed control system will be applied to the 220 kW
large-scale ORC power generation system (photographs in Figure 1), which was manufactured and
installed previously in Reference [46].
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Abstract: Large-scale wind farms connect to the grid and deliver electrical energy to the load center.
When a short-circuit fault occurs on the transmission line, there will be an excess of electric power,
but the power demand will increase instantaneously once the fault is removed. The conventional
additional frequency control strategies of wind farms can effectively reduce the frequency fluctuation
caused by load mutation, but still there are some limitations for the frequency fluctuation caused by
the whole process of occurrence, development and removal of a short-circuit fault on the transmission
line. Therefore, this paper presents an improved additional frequency control strategy for wind
farms. According to the variation law of system frequency during the whole process of a short-circuit
fault, the proposed strategy revises the parameters in conventional additional frequency control of
the doubly-fed induction generator (DFIG) to have effective damping characteristics throughout
the entire process from failure to removal, thereby the output power of DFIGs could respond to
frequency fluctuation rapidly. MATLAB/ Simulink is used to build a four-machine two-area model
for simulation analysis. The results show that the control strategy can effectively reduce the frequency
fluctuation of DFIGs, and enhance the stability of the system.

Keywords: doubly-fed induction generator; short-circuit fault; frequency regulation; variable power
tracking control; improved additional frequency control; variable coefficient regulation; inertia and
damping characteristics

1. Introduction

There is abundant wind energy in Northwest China and large-scale wind farms are connected to
the grid. Wind energy is transported to the load center through long distance high voltage transmission
lines. Since 2009, IEA Wind TCP member countries have increased their wind share in the energy mix
at an average rate of 0.44% per year. Wind-generated electricity met almost 5.6% of the world’s demand
in 2017 [1]. The steady increase of wind turbines brings new challenges to the safe and stable operation
of the system [2–4]. Because of the high power generation efficiency, small capacity of the converter
and decoupling control of active power and reactive power, doubly-fed induction generator (DFIG)
has become the main model of large-scale wind farms. DFIGs have become a dominant wind turbine
(WT) technology, therefore, this paper takes DFIGs as the research object [5,6]. However, the rotor
speed is decoupled from the system frequency when DFIGs adopt the converter control mode [7–9],
which reduces the equivalent inertia of the system. When the permeability of wind turbines increases
to a certain extent, the dynamic response ability to the system frequency will be greatly declined [10].
In fact, the rotational speed range of DFIGs is 0.7 pu~1.2 pu, and the rotational kinetic energy stored in
the rotor (the blades, hubs, gearboxes and generator rotors of WTs are equivalent to one mass) is much
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larger than that of a synchronous machine [11–13]. If the rotational speed of DFIGs and the system
frequency can be coupled, the frequency regulation ability will be greatly improved.

A certain control strategy can make the WTs have a frequency adjustment characteristic similar to
that of the synchronous generator, which can control the WTs to participate in the system frequency
regulation. The currently applied methods include virtual inertial control and droop control [14].
Virtual inertial control [15–17] and droop control [18–20] are additional frequency control modules
in the rotor side control system of WTs. WTs usually operate in the Maximum Power Point Tracking
(MPPT) mode. Therefore, due to the lack of reserve capacity of WTs, the WTs can only participate in
the system frequency regulation in a short time by increasing the virtual inertia. In order to expand the
time scale of frequency regulation, the common method is to increase the over speed method [21–24]
or the pitch angle control method [25,26] on the basis of additional frequency control, so WTs obtain
a certain reserve capacity to participate in the primary frequency regulation. Although the above
methods solve the basic problem of DFIGs participating in system frequency modulation, there are still
many detailed problems to be considered for additional frequency control. Due to the droop control
coefficient is not easy to determine, the excess coefficient makes it difficult for the system to reach a
stable state [27]. In order to avoid this problem, the relationship among the virtual inertia of DFIGs,
the speed regulation and the frequency variation of the grid is discussed in [28], and the wind power
tracing curve is adjusted according to the frequency fluctuation of the system. However, the scheme
is slow to respond at the initial time of frequency fluctuation. Therefore, [29,30] adopt active power
control instead of phase-locked loop (PLL) technology to realize synchronous operation between
DFIGs and the grid. Although the response speed and the stability are improved, the control strategy
proposed in the above studies only regulates the frequency fluctuation caused by load mutation and
the frequency fluctuation in an event of a short-circuit fault is not taken into consideration. There is a
clear difference in the frequency fluctuation trend between the load mutation and the short-circuit fault.
Therefore, the above methods are not applicable to the frequency regulation when the short-circuit
fault occurs.

In view of this situation, the inertia damping characteristics of DFIGs during the whole process
of occurrence, development and removal in an event of a short-circuit fault are studied in this paper.
On this basis, this paper proposes an improved frequency control strategy for DFIGs. The parameters
of additional frequency control are modified according to the variation of the system frequency during
the process from fault occurrence to complete removal. The output power of DFIGs is adjusted
rapidly with the frequency fluctuation of the system, and the transient stability of the system is
improved. Finally, a four-machine two-area simulation model is built in MATLAB/Simulink to
verify the effectiveness of the proposed strategy. The results show that after adopting the improved
additional frequency control, DFIGs can adjust the rotational speed in time to release the stored kinetic
energy to increase the output power once the fault is removed. The proposed method could also
effectively reduce the frequency offset, and the improved control method is suitable for different
operating conditions.

2. Principle of Conventional Additional Frequency Control for DFIGs

2.1. Conventional Additional Frequency Control Strategy

The power generation and power consumption of the power system are real-time balanced.
When the system frequency fluctuates greatly, synchronous generators can respond in time and release
or absorb the rotational kinetic energy to damp the system frequency fluctuation, because the rotating
speed is closely coupled with the system frequency. Especially in the early stage of the event, the inertia
of the generator directly affects the rate of frequency fluctuation and even the stability of the system [31].
The rotor motion equation of synchronous generators is shown as Equation (1):

2Hω
dΔω

dt
= PM − PE − DΔω (1)
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where, H is the inertia constant of the generator; �ω = ω − ω0, ω is the actual angular velocity, ω0 is
the rated angular velocity; PM is the mechanical power; PE is the electromagnetic power; D is the
damping coefficient.

DFIGs usually operate in MPPT mode without the capability of frequency response. When the
permeability of WTs is high, in order to improve the frequency dynamic characteristics of the system,
additional frequency control such as virtual inertial control is usually added to DFIGs to increase the
system inertia.

The conventional additional frequency control method is to add frequency regulation auxiliary
power on the basis of MPPT control of WTs. The additional power comes from the kinetic energy
released or absorbed by the rotor, as shown in Figure 1.

 

Rotor Side 
Converter 

Droop control

Inertial control

Figure 1. Conventional additional frequency control.

where ωr is the rotor speed; Pref is the active power reference value of the rotor side converter
under the maximum power tracking mode; �f is the deviation between the system frequency f and
the rated frequency f N. Additional active power can be expressed as Equation (2):

ΔP = ΔP1 + ΔP2 = −(KpΔ f + Kd
dΔ f
dt

) (2)

The form of the equation can be expressed as the follow, which is similar to the rotor motion
equation of a conventional synchronous generator:

Kd
dΔ f
dt

= ΔP − KpΔ f (3)

By comparing Equations (1) and (3), it can be seen that when the differential control coefficient
Kd > 0, the rotational inertia is similar to that of a synchronous machine, so differential control is also
called inertia control; When the proportional control coefficient Kp > 0, it can increase the damping
coefficient and improve the frequency dynamic response ability, so the proportional control is also
called droop control.

Because of the different feedback signals, the adjustment processes of inertial control and droop
control are different. Inertial control is a transient process, which uses the rate of frequency fluctuation
as the feedback signal. It is mainly used to damp the abrupt fluctuation of frequency. Therefore,
it can provide a larger active power support at the initial time of the event. But near the frequency
extreme point, the rate of frequency fluctuation is close to zero, and the active power support is weak.
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In contrast, the additional signal of droop control is related to the frequency deviation. In most cases,
it is a steady-state process and is mainly used to reduce the frequency deviation of the system. In the
process of transient frequency fluctuation caused by various events in the grid, droop control mainly
plays a damping role and provides strong active power support near the peak frequency, but the
supporting effect is weak at the initial time, so that the control speed is slower than that of inertial
control. Effective combination of the rapidity of inertial control and the persistence of droop control
can make the system have good dynamic frequency characteristics.

2.2. Limitation Analysis of Conventional Additional Frequency Control under A Short-Circuit Fault

DFIGs are connected to the grid and deliver electrical energy to the load center through high
voltage transmission lines. When an instantaneous three-phase short-circuit fault occurs on high
voltage transmission lines, the variation of relevant parameters of DFIGs under the condition of
conventional additional frequency control is shown in Figure 2.

(a) (b) 

(c) (d) 

 
(e) 

 
(f) 

Δ  Δ

Δ

Δ

Figure 2. Variation of parameters under a short-circuit fault using conventional additional frequency
control (a) Voltage of the DFIGs; (b) Current at the common connection point between the DFIGs
and the grid; (c) System frequency; (d) Rotor speed of DFIGs; (e) Active power provided by DFIGs;
(f) Additional power.

In Figure 2, the short-circuit fault occurs in 50 s. At 50.15 s, the fault is removed. During the period,
the lowest terminal voltage of DFIGs falls to 0.75 pu, and the frequency of the system rises sharply
during the fault period and falls rapidly after the fault is removed. In this paper, the frequency variation
curve is obtained through the simulation in the whole process of fault occurrence, development and
removal. The frequency variation trend is similar to that of the permanent-magnet direct-drive wind
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turbines in the short-circuit fault at the common connection point [32]. The increase or decrease of
load results in the single decrease or increase of the system frequency. But the short-circuit fault will
go through two processes of frequency rise and decrease continuously from occurrence to removal.

During the period of frequency rise, the additional power �P1 and�P2 make the reference value
of active power on the rotor side smaller. This could control the acceleration of the rotor and absorb
the excess active power, which can reduce the output power of the WTs to damp the system frequency
rise. Inertial control plays a leading role in the initial time of the short-circuit fault and provides strong
power support, while droop control plays a weak role. With the increase of frequency deviation,
the additional power of droop control gradually increases. After 0.15 seconds, the fault is removed
and the frequency rises to the maximum and then goes down. The active power demand of the system
increases instantaneously, and the generators are required to replenish the shortage of active power in
time. During this period, the power �P2 produced by inertial control becomes positive, which helps
to increase the reference value of active power on the rotor side, but the inertial support function is
weak. At this time, the frequency deviation is large, and the power �P1 produced by droop control
plays a strong role. But the value is negative and the total additional power is negative, the reference
value of active power on the rotor side is still low. The output electromagnetic power of WTs is less
than the captured mechanical power, so the rotor keeps the acceleration trend and cannot release
kinetic energy to meet the instantaneous surge of active power demand. As the frequency gradually
decreases, the additional power eventually becomes positive and the rotor starts to decelerate.

3. Improved Additional Frequency Control Strategy

According to the analysis in Section 2.2, the instantaneous increase of active power demand causes
the system frequency to drop dramatically after the short-circuit fault is removed. At this time, if the
advantages of fast response of speed regulation of DFIGs can be brought into play, the rotating speed
of DFIGs can be regulated in time to release kinetic energy. This can supplement the active power
shortage of the system, and alleviate the frequency regulation pressure of synchronous generators.
In order to reduce the rotating speed of DFIGs, the reference value of active power on the rotor
side should be increased firstly, so that the output electromagnetic power of WTs is greater than the
captured mechanical power.

As can be seen from Figure 2, after the short-circuit fault is removed, the frequency begins to
decrease, and the frequency deviation starts to decrease from the positive maximum value. At this
time, the droop control which plays a dominant role is still negative, so that the output electromagnetic
power is still lower than the captured mechanical power. The rotor of WTs is in the acceleration trend,
which not only hinders the rapid release of kinetic energy, but also enhance the rapid drop of the
system frequency.

Based on the analysis of inertia damping characteristics of conventional additional frequency
control strategy for DFIGs under the condition of short-circuit fault exists in Section 2.2, this section
proposes an improved additional frequency control strategy to overcome the limitations. The strategy
modifies the droop control coefficient according to the frequency variation during the occurrence,
development and removal of a short-circuit fault. The DFIGs have effective inertia damping
characteristics throughout the whole process, so that the output active power will be adjusted in time
with the frequency fluctuation. The implementation method of the improved additional frequency
control strategy is shown in Figure 3, and the specific implementation process is shown in Figure 4.
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Figure 3. Improved additional frequency control.
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Figure 4. Implementation process of improved additional frequency control algorithm.

When the frequency fluctuates due to a short-circuit fault, the WTs adopt the improved additional
frequency control strategy shown in Figure 3. The event that can cause the increase of system frequency
are mainly load reduction or a short-circuit fault. Load reduction will cause a short-term increase
in terminal voltage, while a short-circuit fault will cause a large drop in terminal voltage. In order
to distinguish the two kinds of events, the variation of terminal voltage and the system frequency
are introduced to judge whether a short-circuit fault occurs. When the terminal voltage amplitude is
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lower than 0.9 pu and the system frequency is higher than 50.1 Hz, the short-circuit fault of the system
occurs. After the short-circuit fault is removed, the frequency starts to decrease and the frequency
is still higher than the rated value, the value of additional active power produced by droop control
remains unchanged when the symbol changes. Not until the frequency is below the rated value that
the WTs are restored to the conventional additional frequency control. The detailed adjustment process
can be seen in Figure 4.

4. Results

In this paper, a simulation model of four-machine two-area system including DFIGs is built in
MATLAB/Simulink. The four-machine two-area test system of Kundur has been used to investigate
the impact of the DFIGs on the power oscillation damping of the power system [33]. This system is
specifically used to study low frequency electromechanical oscillation modes in the interconnected
power system. The single line diagram of the two-area test system is shown in Figure 5. The two-area
system is linked together by 230 kV lines of 220 km length. Each area has two round-rotor synchronous
generators each with 20 KV/900 MVA rated power. All conventional synchronous generators are
steam turbine driven, round-rotor synchronous generators provided with governor and excitation
control. The synchronous generators are identical. The loads are modeled as constant impedances.

Figure 5. Four-machine two-area test system.

In order to examine the impact of DFIG-WPP on inertial damping characteristics of the power
system, the synchronous generator G1 is replaced by the DFIG-based WPP as shown in Figure 6.

Figure 6. Two-area test system with G1 replaced by WPP.

To simplify the analysis, the above model is simplified as Figure 7a, G1 is a doubly-fed wind farm
with 300 doubly-fed wind generators. G2~G4 are power plants with governor and excitation regulator.
The load L1 and L2 are constant active load respectively, C1 and C2 are reactive power compensation
devices and the three-phase short-circuit fault occurs on the single circuit.
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The typical DFIG configuration is considered, as illustrated in Figure 7b. Its model includes the
main electrical components, the mechanical and aerodynamic subsystems, and the controllers. In the
converter control system, shown in Figure 7c, the rotor-side converter (RSC) controls the active and
reactive power delivered to the grid, while the grid-side converter (GSC) regulates the dc-bus voltage,
operating at unity power factor.

 
(a) 

(b) 

 
(c) 

Rotor side 
convert

Grid side 
convert

Control 
system

Aerodynamics

Drive 
Train

Wound Rotor 
Induction 
Generator Transformer Grid

Rotor Side 
converter

Grid Side 
converter

PF regulation 

Grid voltage 
control

First stage  
current controller

Second stage  
current controller

Figure 7. Simplified model of four-machine two-area system and control scheme (a) Simplified model
of four-machine two-area system; (b) DFIGs configuration; (c) Converter control scheme for the DFIGs.
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The controller structure is based on cascaded loops: a fast inner current controller regulates
current to the reference values, specified by external power control loops. The control scheme are
presented based on the phasor model of the DFIGs system. In this section, an outline of the models
used is only presented for the sake of completeness. Details are provided in [34]. The load flow data is
shown in Table 1 and the main component parameters are reported in Table 2.

Table 1. Load flow data.

Percentage
Penetration of Wind (%)

Area-1 Area-2

Total Load + Losses (MW)Wind Generation
G1 (MW)

Synchronous
Machine G2 (MW)

Synchronous
Machine G3 (MW)

Synchronous
Machine G4 (MW)

10 160 484 483 483 1610

Table 2. Simulation parameters.

Header Components Parameters Values

Wind turbine parameters

Pitch angle, β 0
Tip speed ratio constant, λ 8.1

Power coefficient, Cp 0.48
Wind speed, v 10 m/s

DFIG parameters

Stator resistance, Rs
Stator leakage inductance, Lls

Rotor resistance, Rr’
Rotor leakage inductance, Llr’
Magnetizing inductance, Lm

Inertia constant, H
Viscous friction factor, F
Number of pole pairs, p

Nominal DC bus voltage, Udc

0.00706
0.171
0.005
0.156

2.9
5.04

0
3

1200 V

GSC controllers parameters

DC voltage proportional gains, kp,
DC voltage integral gains, ki

GSC current proportional gains, kp,
GSC current integral gains, ki

0.002
0.05

1
100

RSC controllers parameters

Power proportional gains, kp
Power integral gains, ki

RSC current proportional gains, kp,
RSC current integral gains, ki

1,
5

0.3,
8

Synchronous generator parameters

The d-axis synchronous reactance, Xd
The d-axis transient reactance, Xd’

The d-axis subtransient reactance, Xd”
The q-axis synchronous reactance, Xq

The q-axis transient reactance, Xq’
The q-axis subtransient reactance, Xq”

The stator resistance, Rs

1.8
0.3
0.25
1.7
0.55
0.25

0.0025

At 50 seconds, a three-phase short-circuit fault occurs in one circuit of 220 kV high voltage
transmission line. After the fault continues 0.15 s, the system is restored to the normal operation.
In the additional frequency control, the virtual inertial control coefficient is 10.08 and the droop control
coefficient is 1/0.03.

Under the three modes of no additional frequency control, conventional additional frequency
control and improved additional frequency control proposed in this paper, the terminal voltage of
DFIGs, the grid-connected point current, the voltage of the converter on DC side, the transmission
frequency, the active power provided by WTs and the rotor speed of DFIGs are shown in Figure 8.
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 8. Variation of parameters under a short-circuit fault by three different control methods
(a) Voltage of the DFIGs; (b) Current at the common connection point between the DFIGs and the grid;
(c) DC voltage of converter; (d) System frequency; (e) Active power provided by DFIGs; (f) Rotor speed
of DFIGs

4.1. Analysis of System Frequency Change

According to the comparative analysis of frequency variation under three different control
strategies in Figure 8d, it can be concluded that when the system adopts MPPT control without
additional frequency control for DFIGs, the frequency fluctuation amplitude is the largest.
The maximum frequency increased to 50.32 Hz. After the fault is removed, the frequency decreases
to 49.50 Hz. By contrast, the maximum frequency offset is reduced to a certain extent by using
conventional frequency control in addition. The maximum frequency amplitude is reduced from
50.32 Hz to 50.26 Hz during the period of a fault, and the maximum frequency deviation is reduced
by 18.7% during the period of frequency rise. After the fault removal, the minimum amplitude of
frequency is improved from 49.50 Hz to 49.68 Hz. The maximum frequency deviation decreased by
36% in the period of frequency drop. The DFIGs play an obvious role of inertia support in the process
of frequency fluctuation. After adopting the improved additional frequency control, the DFIGs can
adjust the rotational speed in time. This can release the stored kinetic energy in the rotor after the fault
is removed and resumed normal operation, and the output active power increases, which effectively
reduces the frequency offset. The minimum amplitude is 49.76 Hz during frequency decline, which is
25% higher than that of conventional additional frequency control. Compared with the former two
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methods, we can see that this method significantly weakens the trend of frequency oscillation and
improves the stability of the system in the later period of frequency regulation.

4.2. Analysis of additional power variation

Figure 9 shows the variation of the additional power of DFIGs under the three control modes.

 
(a) 

 
(b) 

 
(c) 

Figure 9. Change of additional power under a short-circuit fault by three different control methods
(a) Additional active power produced by droop control of DFIGs, �P1; (b) Additional active power
produced by inertial control of DFIGs, �P2; (c) Total additional power, �P.

As shown in Figure 9, the additional power is 0 without additional frequency control. In the case
of conventional additional frequency control, the analysis of additional power changes is detailed
in Section 2.1. In the case of improved additional frequency control, after the short-circuit fault is
removed, the frequency deviation begins to fall from the maximum positive value to zero. During this
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period, the additional power �P1 produced by droop control is changed from positive to negative.
The total additional power is increased from −0.1 pu of the conventional additional to 0.2 pu at the
time of the fault removal. The increase of active power reference value enables the DFIGs to adjust the
kinetic energy and the rotational speed timely and increase the output active power.

4.3. Analysis of Output Active Power of DFIGs

By comparing and analyzing the change of output active power of DFIGs in the process of
frequency mutation in Figure 8e, it can be seen that when the DFIGs operate in MPPT mode without
additional frequency control, the output active power fluctuates in a small range near 0.38 pu,
and almost has no response to system frequency. With conventional additional frequency control,
the output power of DFIGs can rapidly follow the change of active power reference value through
additional power signal after a short-circuit fault occurs, and instantaneously reduces to 0.13 pu.
The reduction of output power leads to the increase of speed, which makes the WTs deviate from
the MPPT mode and overspeed. The reserve of rotor kinetic energy is increased. After the fault is
removed, the additional power signal makes the output power instantly rise to 0.28 pu, which is still
lower than the mechanical power. It is unable to meet the instantaneous active power demand of the
system. Then the output active power gradually increases until the electromagnetic power is greater
than the captured mechanical power. The speed begins to drop and the power is released. When the
additional frequency control is improved, after the fault is removed, the additional power signal makes
the output power rise to 0.43 pu instantaneously, which is larger than the captured mechanical power.
The rotational speed of the WTs decreases and releases kinetic energy to replenish the active power
in time.

4.4. Analysis of Speed Variation of DFIGs

Through the change of rotational speed of DFIGs in Figure 8f, we can see that when DFIGs
have no additional frequency control, in order to maintain the optimal tip speed ratio, the rotational
speed only adjusts with the change of wind speed, and cannot respond to the frequency change of
the system. The rotational speed is always maintained at 1pu. Under the condition of conventional
additional frequency control, the WTs can adjust the rotational speed of the system to response to
the frequency change of the system. The rotational speed of DFIGs increases with the increase of
the system frequency and absorbs excess active power in the period of a fault. However, after the
fault is removed and returns to normal operation, the frequency shows a downward trend, but still
higher than the rated value. Droop control plays a leading role, and the additional power is related to
frequency deviation. In a short period after the fault is removed, the value is opposite to the frequency
change rate. The rotational speed of the WTs still has an upward trend, which is not conducive to the
rapid stability of the system frequency. Aiming at the problems of conventional additional frequency
control, improving additional frequency control can make the rotational speed of WTs adjust rapidly
according to the change trend of system frequency. From the figure, it can be seen that the improved
additional frequency control can reduce the rotational speed in time after the frequency starts to
decrease, and release kinetic energy to provide effective support for the system.

4.5. Analysis at Different Wind Speeds

In order to verify the effectiveness of the improved strategy, this section performs simulation
analysis under different wind speeds, which is to prove that the improved strategy can effectively
improve the frequency regulation of the system under different operating points. Figure 10 shows the
variation of the system frequency, the output active power of DFIGs, the additional power of DFIGs
and the rotational speed of DFIGs under three different control modes in the wind speed of 8 m/s.
and Figure 11 shows the variation in the wind speed of 11 m/s.
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(c) (d) 

Figure 10. Change of parameters under a short-circuit fault by three different control methods in the
wind speed of 8 m/s (a) System frequency; (b) Output active power of DFIGs; (c) Additional power of
DFIGs; (d) Rotational speed of DFIGs.

(a) (b) 

 
(c) (d) 

Figure 11. Change of parameters under a short-circuit fault by three different control methods in the
wind speed of 11 m/s (a) System frequency; (b) Output active power of DFIGs; (c) Additional power
of DFIGs; (d) Rotational speed of DFIGs.

It can be seen from Figures 10 and 11 that the variation trends of each variable are similar under
different wind speed conditions. After adopting the improved additional frequency control, the DFIGs
can adjust the rotational speed in time to release the stored kinetic energy in the rotor after the fault
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is removed and resumed normal operation, and the output active power increases, which effectively
reduces the frequency offset. Comparing with the former two methods, we can see that this method
significantly weakens the trend of frequency oscillation and improves the stability of the system in the
later period of frequency regulation. Therefore the improved control method is suitable for different
operating conditions.

5. Conclusions

The large-scale grid connection of DFIGs has a significant influence on the stability of the power
system. The additional frequency control strategy of DFIGs has a vital effect on the frequency
fluctuation caused by the sudden change of load, but the control has some limitations on the frequency
fluctuation caused by the short-circuit fault. In this paper, the variation law of the system frequency
during the whole process from the occurrence to the removal of the short-circuit fault has been deeply
studied, and the parameters in the additional frequency control of the DFIGs have been modified,
so that the output power of the DFIGs can be quickly adjusted with the change of the system frequency.
And the transient stability of the system is improved. The experimental results have shown that
after adopting the improved additional frequency control, the DFIGs release the stored kinetic energy
after the fault removal and resumes normal operation, which effectively reduces the frequency offset,
and the improved control method is suitable for different operating conditions, which has a highly
applicability to the frequency regulation of wind power grid-connected systems in the future.
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Abstract: Peak current-mode (PCM) control has been a very popular control method in power
electronic converters. The small-signal modeling of the dynamics associated with PCM control has
turned out to be extremely challenging. Most of the modeling attempts have been dedicated to
the converters operating in continuous conduction mode (CCM) and just a few to the converters
operating in discontinuous operation mode (DCM). The DCM modeling method published in 2001
was proven recently to be very accurate when applied to a buck converter. This paper provides the
small-signal models for a boost converter and analyses for the first time its real dynamic behavior
in DCM. The objectives of this paper are as follows: (i) to provide the full-order dynamic models
for the DCM-operated PCM-controlled boost converter; (ii) to analyze the accuracy of the full and
reduced-order dynamic models; and iii) to verify the validity of the high-frequency extension applied
in the DCM-operated PCM-controlled buck converter in the case of the boost converter. It is also
shown that the DCM-operated boost converter can operate only in even harmonic modes, similar to
all the CCM-operated PCM-controlled converters. In the case of the DCM-operated PCM-controlled
buck converter, its operation in the odd harmonic modes is the consequence of an unstable pole in its
open-loop power-stage dynamics.

Keywords: boost converter; peak-current-mode control; dynamic modeling; discontinuous
operation mode

1. Introduction

The concept of peak current-mode (PCM) control was launched publicly in 1978 [1,2], and it
has become a very popular control method in DC–DC converters. The popularity is a consequence
of the properties it provides, such as virtually first-order control dynamics, inherent overcurrent
limiting of the switching elements, and high input-to-output voltage–noise attenuation in buck-derived
converters [3]. The dynamic modeling of PCM control has turned out to be quite challenging.
A large number of different modeling attempts has been published for the converters operating
in continuous conduction mode (CCM), as discussed in [4], but just a few for the converters operating
in discontinuous conduction mode (DCM), such as [5–9]. The DCM models in [5] (pp. 478–480) were
given implicitly as equivalent circuits for buck, boost, and buck-boost converters, but the low-frequency
control-to-output-voltage transfer function was given explicitly in a generalized form applicable to
the named converters, which seemed to predict quite well the location of the load-resistor-affected
low-frequency pole in the case of a buck converter [9]. The models are load-resistor affected, and the
effect cannot be removed to obtain the required unterminated models. The dynamic models in [6] were
derived assuming that there was no internal feedback from the inductor current even if it was used
for generating the duty ratio. The author of [6] promoted earlier, in the case of CCM operation, the
influence of the sampling effect on the dynamic behavior of PCM-controlled converters but forgetting
it in the case of DCM-operated converters. The basic assumption in the modeling method in [6] was
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wrong, and therefore, the dynamic models were inaccurate as well. A discrete-time modeling method
was applied to PCM-controlled DCM-operated buck converter in [7], but no explicit dynamic models
were given. The modeling method proposed in [8] in the early 2000s and applied to buck converters
was proven to be very accurate in [9]. The dynamic models in [8] were load-resistor affected, which hid
the true, unterminated dynamic behavior, as discussed in [9,10]. The reduced-order (i.e., no parasitic
elements are considered), unterminated small-signal state spaces applicable to DCM-operated PCM
control in buck, boost, and buck-boost converters were also given in [11] (pp. 222–224), but the transfer
functions were not solved for comparison.

It was recently proven that the small-signal models of PCM control in CCM contain infinite
duty-ratio gain at the mode limit (i.e., the maximum duty ratio after which the converter enters into the
harmonic mode of operation), which forces the converter to enter into the second-harmonic mode of
operation, as discussed and demonstrated explicitly in [4]. The modeling method introduced in [8] also
includes the infinite duty-ratio gain, which takes place at the boundary between the DCM and CCM
operations. This implies that the existence of the infinite duty-ratio gain at the mode limit between the
operations at the switching frequency and its harmonics are characteristic features of PCM control.

It is widely assumed that PCM-controlled converters are very sensitive to bifurcation phenomena
and chaotic operation regardless of the operation mode (i.e., CCM or DCM) [12,13]. The harmonic
operation modes are assumed to be the consequence of the bifurcation phenomena, which can take
place in open and closed conditions as well. The infinite duty-ratio gain at the mode limit forces the
converter to enter into the harmonic operation mode, as discussed explicitly in [4,9]. The harmonic
operation mode can also take place as a consequence of a high-switching frequency ripple applied to
the duty-ratio process, as discussed in [12,13]. Actually, a proper controller design will eliminate the
appearance of the harmonic modes; when the control bandwidth is limited to 1/5th of the switching
frequency, the controller is provided with a high-frequency noise filtering, and the operation is
limited to the duty ratios less than the mode-limit duty ratio, as discussed and demonstrated in [4].
Both Reference [12] (plain proportional controller) and Reference [13] (proportional-integral (PI)
controller without high-frequency pole) demonstrate the appearing of the bifurcation phenomena by
using highly impractical controllers.

The main objective of this paper is to provide a comprehensive analysis of the dynamic behavior
of a PCM-controlled boost converter operating in DCM including all the relevant parasitic circuit
elements. The corresponding analyses are not published earlier in the literature. The investigations of
this paper show clearly that the modeling technique introduced in [8] will also accurately predict the
dynamic behavior of the DCM-operated PCM-controlled boost converter, when the relevant parasitic
elements are considered [14] and the load-resistor effect is removed [10]. In addition, the boost
converter is shown to operate only in even harmonic modes, where the averaged duty ratio equals
approximately the duty ratio in boundary conduction mode (BCM). The validation of the proposed
models was performed in a simulated environment, where all the components with parasitic elements
were exactly known, and there were no extra source or load interactions.

The rest of the paper is organized as follows: Section 2 introduces the modeling method briefly and
provides the relevant full and reduced-order state spaces, as well as the corresponding explicit transfer
functions. Section 3 provides the validation of the developed small-signal models by utilizing MatlabTM

Simulink-based switching models [11] (pp. 279–291) and the pseudorandom-binary-sequence-based
frequency-response measurement technique introduced in [15,16]. The conclusions are presented in
Section 4.

2. Modeling of PCM Control in DCM

The PCM small-signal state space can be obtained from the corresponding state space of a
direct-duty-ratio (DDR) or voltage-mode (VM) controlled converter [4,11]. The transformation can be
performed by replacing the perturbed duty ratio (d̂) with the duty-ratio constraints given in Equation
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(1), where Fm denotes the duty-ratio gain, xc is the control variable, xi is the state and input variable,
and qi is the different feedback and feedforward gains related to xi.

d̂ = Fm(x̂c −
n

∑
i=1

qi x̂i). (1)

The DCM dynamic modeling under DDR control was established in the late 1990s [17], and it
was later elaborated into a more convenient form in [14], providing the possibility of adding the effect
of parasitic circuit elements and performing mixed-conduction-mode modeling as well. The models
in [15] were load-resistor affected, and therefore, the modeling technique introduced in [14] is applied
in this paper to obtain the unterminated state space, which accurately represents the DDR control
dynamics in DCM. The power stage of the boost converter is given in Figure 1 with the open-loop
PCM control system that is analyzed in this paper. The selection of the inductor was performed in such
a manner that the converter would operate in DCM, when the duty ratio varied from approximately
0.039 to 0.786. The given duty-ratio range can be computed based on Kcrit = DD′2 and K = 2L/Ts/RL

(i.e., Kcrit = K), as instructed in detail in [5] (pp. 107–125) (Note: The method based on the application
of Kcrit can yield quite inaccurate values for the corresponding minimum and maximum duty ratios,
because it omits the effect of the circuit parasitic elements).

 

Figure 1. The power stage of the peak current-mode (PCM)-controlled boost converter in open loop
with definitions of the component values and the operational conditions.

In principle, the accuracy of the DDR small-signal models in DCM is important for obtaining
accurate PCM small-signal models due to the method used to develop the latter models. The frequency
response of the control-to-output-voltage transfer function of the DDR-controlled boost converter
in DCM (cf. Figure 2) is extracted from the Simulink-based switching model by applying the
pseudorandom-binary-sequence method described in [15,16]. The construction of the Simulink-based
switching models is described in detail in [11] (pp. 279–291).
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Figure 2. The frequency responses of the control-to-output-voltage transfer function of the
direct-duty-ratio (DDR)-controlled boost converter at the input voltages of 20 V (red) and 50 V (blue).
The solid lines denote the predicted responses, and the squares (20 V) and diamonds (50 V) denote the
simulated responses.

Figure 2 shows explicitly that the predicted (solid lines: red at Vin = 20 V and blue at Vin = 50 V)
and simulated (squares marked at 20 V and diamonds marked at 50 V) frequency responses matched
each other perfectly. The predictions were based on the full-order models, which were computed
according to the method introduced in [12]. The used modulator gain (i.e., 1/VM) equaled 1/1 V
(cf. [5]).

2.1. Small-Signal State Space of DDR-Controlled Boost Converter in DCM

The average state space of the DDR-controlled boost converter can be derived from Figure 1 by
applying the methods described in detail in [14], which yields the following:

d〈iL〉
dt = d((R1−R2)〈iL〉+〈vC〉−rC〈io〉+VD)

L − 2〈iL〉
dTs

· R1〈iL〉+〈vC〉−rC〈io〉+VD−〈vin〉
〈vin〉−R2〈iL〉

d〈vC〉
dt = 〈iL〉

C − d2Ts
2LC (〈vin〉 − R2〈iL〉)− 〈io〉

C
〈iin〉 = 〈iL〉
〈vo〉 = 〈vC〉+ rCC d〈vC〉

dt
R1 = rL + rd + rC R2 = rL + rds

. (2)

The corresponding small-signal state space can be derived from Equation (2) by linearizing the
averaged state space at a certain operating point by applying a partial-derivative-based method, which
was introduced in detail in [11] (pp. 60–61). This procedure yields the following:

dîL
dt = − A1

L îL − A2
L v̂C + A3

L v̂in + A4
L îo + Ve

L d̂

dv̂C
dt = (1+B1R3)

C îL − B1
C v̂in − îo

C − Ie
C d̂

îin = îL

v̂o = v̂C + rCC dv̂C
dt

(3)

where A1−4, B1, Ve, and Ie are given in Equation (4), as well as V1−3 and R1,2 in Equation (5),
respectively.
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A1 = D(R2 − R1) +
2L

DTs

(
V1+R1 IL

V3
+ R2 ILV1

V2
3

)
A2 = −D + 2LIL

DTs
1

V3
A3 = 2LIL

DTs
· V2

V2
3

A4 = ( 2ILL
DTs

· 1
V3

− D)rCB1 = D2Ts
2L

Ve = V2 +
2LILV1
D2TsV Ie = DTsV3

L

. (4)

V1 = Vo − Vin + VD + R1 IL − rC Io

V2 = Vo + VD + (R1 − R2)IL − rC IoV3 = Vin − R2 IL

R1 = rL + rd + rC R2 = rL + rds

. (5)

The operating points (i.e., IL and D) with the parasitic circuit elements can be computed by
the following:

IL =
Io+

D2Ts
2L Vin

1+ D2Ts
2L R2

f (D) = a4D4 + a2D2 + a0 = 0
(6)

where
a4 = − T2

s
2L (Vin IoR2(R1 − R2) + V4 IoR2

2)

a2 = −Ts(R2(R1 − R2)I2
o + Vin IoR1 − V2

in + 2V4 IoR2)

a0 = 2LIo(Vin − V4 − R1 Io)

V4 = Vo + VD − rC Io

(7)

and without the parasitic circuit elements by

IL = MIo

D =
√

KM(M − 1)
(8)

where M = Vo/Vin. The duty ratio (D) in Equation (6) (i.e., f (D) = 0) can be solved by MatlabTM

as follows:
D = min(abs(roots( f (D))). (9)

2.2. Averaged Comparator Equation for PCM-Controlled DCM Boost Converter

The development of the generalized form of the duty-ratio constraints, which is applicable to
the second-order converters, was given explicitly in [9]. The comparator equation applicable to the
conventional boost converter can be given by the following:

〈ico〉 − mcdTs = 〈iL〉+ m1dTs(1 − d
2
· m1 + m2

m2
) (10)

where ico denotes the control current (cf. Figure 1: Rsico), d denotes the duty ratio, m1 and m2 denote
the inductor-current up and down slopes as absolute values, and mc denotes the inductor-current
compensation slope (cf. Figure 1: RsMc), respectively.

The averaged comparator equation in Equation (10) can be given as a function of D in a steady
state with Mc = 0 [11] (p. 199) according to Equation (10) by the following:

D2 − 2M2

M1 + M2
· D +

2M2ΔIL

M1(M1 + M2)Ts
= 0 (11)

where ΔIL = Ico − IL. Equation (11) can be developed further in terms of M and K (i.e.,
Req = RL), when the inductor-current slopes M1 and M2 are substituted with their physical values
(Note: the parasitic circuit elements are omitted) corresponding to the actual converter as follows:

278



Energies 2019, 12, 4

2D − KRL Ico

Vin
= 0 (12)

which is applicable for boost and buck-boost converters. The final form of Equation (12) can be
obtained for a boost converter by substituting D with

√
KM(M − 1) (cf. (8)) yielding

M2 − M − K
(

IcoRL

2Vin

)2
= 0. (13)

Equation (13) has two real roots, which means that there are no right-half-plane (RHP) poles in the
open-loop dynamics of a boost converter (i.e., the converter is stable in open loop). The corresponding
buck converter incorporates one RHP pole, and therefore, it is unstable in open loop, as discussed and
demonstrated in [9].

As discussed in [9], the duty-ratio gain (Fm) will become infinite when the converter enters into
the boundary between DCM and CCM operation, i.e., into the boundary-conduction-mode (BCM)
operation, which will take place in the case of the boost converter in Figure 1, at approximately
Vin ≈ 17.5 V with D ≈ 0.76. Figure 3 shows the behavior of the inductor current, when the converter
enters into the mode boundary at Vin ≈ 17.5 V and goes deeper into the harmonic operation mode.

 
(a) (b) 

Figure 3. The behavior of (a) the inductor current and (b) the average duty ratio in the mode limit
(boundary conduction mode (BCM)) and in harmonic operation modes.

Figure 3a shows that the converter entered into the second harmonic mode when the operating
point passed through the BCM mode of operation (i.e., the black line), and it kept operating in DCM
and in the second harmonic mode as well (i.e., the blue, magenta, and green lines). Figure 3b shows
that the averaged duty ratio, which was computed based on Dav = 1 − Vin/Vo, stays approximately at
the value of D ≈ 0.76, equaling the value in BCM. This kind of behavior equals the behavior of Dav in
CCM, as discussed in [4]. The origin of such a behavior is the infinite duty-ratio gain at the mode limit,
maintaining the average derivative of inductor current at zero.

The DCM-operated PCM-controlled buck converter can adopt both odd and even harmonic
operation modes, when the operating point passes through the mode limit, as demonstrated in [5].
The existence of the odd harmonic operation modes is the consequence of the open-loop instability at
M ≈ 2/3 at the resistive load. In Reference [8], the operation at odd and even harmonics was assumed
to be a characteristic feature of the DCM-operated PCM-controlled converters in general. The analyses
performed with the boost converter, in this paper, show clearly that the even harmonic operation is a
general characteristic of PCM control.
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2.3. Small-Signal Duty-Ratio Constraints for PCM-Controlled DCM Boost Converter

The coefficients of the duty-ratio constraints in Equation (1) can be solved by replacing m1 and m2

with their physical values, which are given for a boost converter in Equation (14), and by linearizing
the averaged comparator equation in Equation (10), including all the parasitic circuit elements.

m1 = 〈vin〉−R2〈iL〉
L

m2 = R1〈iL〉+〈vC〉−rC〈io〉+VD−〈vin〉
L

. (14)

The duty-ratio constraints for a boost converter can be given in general by

d̂ = Fm(îco − qL îL − qCv̂C − qinv̂in − qo îo) (15)

and the corresponding full-order coefficients by

Fm = 1

Ts

(
Mc+

V3(D′(Vo+VD)−Vin+(D′R1+DR2)IL−D′rC Io)
LV1

)
qL = 1 − DTs

L R2 − D2Ts
2LV1

(
(R1 − R2)Vin − R2(V2 + (R1 − R2)IL))− R1V2V3

V1

)
qC = D2Ts

2L
V2

3
V2

1

qin = DTs
L (1 − D

2 · V2
2

V2
1
)

qo = D2TsrC
2L

V2
3

V2
1

(16)

where V1−3 and R1,2 are defined in Equation (5).
The duty-ratio constraint coefficients in Equation (16) can also be given in a reduced-order

form as a function of M and K by omitting all the parasitic circuit elements, as in [8,11], as given in
Equation (17).

Fm = 1

Ts

(
Mc+

Vin(D′M−1)
L(M−1)

)
qL = 1

qC = M
Req(M−1)

qin = 1
Req

(
2
√

M(M−1)
K − M

M−1

)
qo = 0

. (17)

2.4. Full-Order PCM State-Space for PCM-Controlled DCM Boost Converter

The full-order PCM state space can be obtained by replacing the perturbed duty ratio in
Equation (3) with Equation (15) yielding

dîL
dt = − A1+FmqLVe

L îL − A2+FmqCVe
L v̂C + A3−FmqinVe

L v̂in + A4−FmqoVe
L îo + FmVe

L d̂

dv̂C
dt = (1+B1R2+FmqL Ie)

C îL + FmqC Ie
C v̂C

− B1−Fmqin Ie
C v̂in − 1−Fmqo Ie

C îo − Fm Ie
C d̂

îin = îL

v̂o = v̂C + rCC dv̂C
dt

(18)

where A1−4, B1, Ve, and Ie are given in Equations (4) and (5).
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The reduced-order state space can be obtained from Equation (18) by applying the reduced-order
duty-ratio constraints in Equation (17) and replacing A1−4, B1, Ve, and Ie with

A1 = Req

√
K(M−1)

M A2 =
√

KM
M−1

A3 = M2
√

KM
M−1 A4 = 0 B1 = M(M−1)

Req

Ve = 2Vo Ie = 2Io

√
M−1
KM

. (19)

2.5. Full-Order PCM Transfer Functions for PCM-Controlled DCM Boost Converter

The full-order transfer functions can be solved from the linearized state space in Equation (18)
with the complete duty-ratio constraints in Equation (16) and the complete DDR elements (i.e., A1−4,
B1, Ve, and Ie) in Equation (4) by formulating the state space into a matrix form and applying matrix
manipulation techniques (cf. [11] (pp. 57–64).

The determinant (Δ) of the transfer functions can be given by

s2 + s
(

A1 + FmqLVe

L
− FmqC Ie

C

)
+

(A2 + FmqCVe)(1 + B1R2) + Fm Ie(A2qL − A1qC)

LC
(20)

and the transfer functions representing the input dynamics by

ΔGci-o = Fm(s Ve
L + A2 Ie

LC )

ΔToi-o = s A4−FmqoVe
L + A2+FmqCVe

LC − Fm Ie(A4qC+A2qo)
LC

ΔYin-o = s A3−FmqinVe
L + A2B1−Fm Ie(A2qin+A3qC)

LC + B1FmqCVe
LC

(21)

where Gci-o = îin/îco, Toi-o = îin/îo, and Yin-o = îin/v̂in and the transfer functions represent the output
dynamics as follows:

ΔGco-o
(1+srCC) =

Fm(−sLIe+(1+B1R2)Ve−A1 Ie)
LC

ΔGio-o
1+srCC =

sL(Fmqin Ie−B1)+A3(1+B1R2+FmqL Ie)−A1(B1−Fmqin Ie)+FmVe(B1(qL+qinR2)+qin)
LC

ΔZo-o
1+srCC = sL(1−Fmqo Ie)+A1(1−Fmqo Ie)−A4(1+B1R2+Fmqo Ie)+FmVe(qL+(1+B1R2)qo)

LC

(22)

where Gco-o = v̂o/îco, Gio-o = v̂o/v̂in, and Zo-o = v̂o/îo.

2.6. Reduced-Order PCM Transfer Functions for PCM-Controlled DCM Boost Converter

The denominator (Δ) of the reduced-order transfer functions can be given by

s2 + s

(
ReqD

D′M − 1
(

M − 1
LM

− KM
R2

eqC
)

)
+

1
LC

(√
KM

M − 1
+

KM2

D′M − 1

)
. (23)

The transfer functions representing the input dynamics can be given by

ΔYin-o = s

(
M2
√

KM
M−1−2FmqinVo

L

)
+

M(M−1)
Req (

√
KM

M−1−2FmqCVo)+2Fm Io(qin+M2qC)

LC

ΔToi-o =

√
KM

M−1+2FmqCVo

LC

ΔGci-o = 2Fm Io
LC (sReqC + 1)

(24)
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and the transfer functions representing the output dynamics can be given by

ΔZo-o
1+srCC =

(sL+Req(
√

K(M−1)
M + K(M−1)M

D′M−1
))

LC

ΔGio-o
1+srCC = s

2Fmqin Io

√
M−1
KM − M(M−1)

Req
C +

M2
√

KM
M−1−(M−1)

√
KM(M−1)+2Fm Io(qinReq

M−1
M +M2)

LC

ΔGco-o
1+srCC =

2FmVin(1−s· DTs
2 )

LC

. (25)

2.7. Load-Resistor-Affected Dynamics

The load resistor effect on the control-to-output-voltage transfer function (Gco-o) can be computed
by [11] (pp. 38–39)

GRL
co-o =

Gco-c

1 + Zo-o
RL

(26)

where Gco-o and Zo-o (i.e., output impedance) are the unterminated transfer functions of the converter
given in Equation (22) or in Equation (25). Here, we treat only the load effect on the denominator of the
transfer functions, which represents the dynamics of the system. The load-resistor-affected full-order
denominator is given in Equation (27), and the reduced-order denominator with Mc = 0 is given in
Equation (28), respectively.

s2 + s
(

1
RLC + A1+FmqLVe

L − Fm Ie(qC+
qo
RL

)

C

)
+

(A2+FmqCVe)(1+B1R2))+
A1−A4(1+B1R2)

RL
LC

+
+FmVe

qL+qo(1+B1R2)
RL

+Fm Ie(A2qL−A1qC− A1qo+A4qL
RL

)

LC

(27)

s2 + s

(
1

RLC
+

ReqD
D′M − 1

(
M − 1

LM
− KM

R2
eqC

)

)
+

1
LC

(
2M − 1

M

√
KM

M − 1
+

KM(2M − 1)
D′M − 1

)
. (28)

The damping in the DCM-operated PCM-controlled converters is very high [9], and therefore, the
system poles are well separated, where the low-frequency pole (ωp-LF) is located close to origin and
the high-frequency pole (ωp-HF) is located close to the switching frequency or beyond it. Therefore, the
system poles can be approximated by utilizing the properties of a second-order polynomial s2 + sa + b
as follows:

ωp-LF ≈ b
a

ωp-HF ≈ a. (29)

According to Equation (29), the poles of the unterminated system in Equation (23) can be given by

ωp-LF ≈
√

KM
M−1+

KM2
D′M−1

ReqD
D′M−1

( M−1
M C− KM

R2
eq

L)

≈ (D′M−1)M
√

KM
M−1+KM3

CReqD(M−1)

(30)

and

ωp-HF ≈ ReqD
D′M − 1

(
M − 1

LM
− KM

R2
eqC

) ≈ ReqD(M − 1)
L(D′M − 1)M

. (31)

In the case of the load-resistor-affected system in Equation (28), the poles can be given by

ωRL
p-LF ≈ (2M−1)(D′M−1)

√
KM

M−1+KM2(2M−1)

RLCD(M−1)

≈ 2M−1
RLC(M−1) ·

(D′M−1)
√

KM
M−1+KM2

D

(32)
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and
ωRL

p-HF ≈ 1
RLC +

ReqD
D′M−1 (

M−1
LM − KM

R2
eqC

)

≈ ReqD(M−1)
LM(D′M−1)

. (33)

According to Equations (31) and (33), we can conclude that the load resistor does not affect
significantly the location of ωp-HF. Equation (32) indicates that the low-frequency pole given in [5]
(p. 480) (i.e., Equation (34)) resembles the pole given in Equation (32) but it does not equal it.

ωRL
p-LF ≈ 2M − 1

RLC(M − 1)
. (34)

The denominator of the transfer function in [5] can be computed to be

s2 + s
(

2
RLC

+
RL

L
· M − 1

M2

)
+

1
LC

· 2M − 1
M2 (35)

from which the low and high-frequency poles can be approximated to be

ωp-LF ≈ 2M−1
2M2 L

RL
+RLC(M−1)

≈ 2M−1
RLC(M−1)

ωp-HF ≈ 2
RLC + RL

L · M−1
M2 ≈ RL

L · M−1
M2

. (36)

The low-frequency pole in Equation (34) can be obtained from Equation (36) by setting L = 0,
as instructed in [5].

Table 1 shows the computed values for ωp-LF and ωp-HF at the input voltages of 20 V and 50 V.
The values in parenthesis equal the load-resistor-affected values. Table 1 shows clearly that the system
poles were well separated. It shows also that the effect of the load resistor was quite small. In addition,
it shows that the low-frequency pole ωRL

p-LF in Equation (34) and Equation (36) predicted quite well the

location of the load-resistor-affected low-frequency pole as well. The high-frequency pole ωRL
p-HF in

Equation (36) predicted quite inaccurately the load-resistor-affected pole.

Table 1. The location of the system poles ωp-LF and ωp-HF, as well as the location of the right-half-plane
RHP zero (ωz-RHP) of Gco-o at Vo = 75 V and Io = 1.5 A.

Input Voltage ωp-LH/Hz ωp-HF/Hz ωz-RHP/Hz

20 V 14 (24) 1 M (864 k) 53 k
50 V 29 (40) 193 k (192 k) 195 k

20 V [5] (24) (648 k) -
50 V [5] (40) (295 k) -

Equation (25) indicates that Gco-o contains a right-half-plane (RHP) zero approximately at 2/DTs.
Table 1 (i.e., ωz-RHP) shows that the RHP zero is located at much higher frequencies than in the
corresponding CCM boost converter (i.e., ωDCM

z-RHP ≥ fs/2 vs. ωCCM
z-RHP ≥ fs/100; cf. [9] (p. 153). Thus,

the main contributions of the RHP zero on the control design are reflected via the high-frequency
phase behavior in DCM, which allows for the use of higher bandwidth controllers than in CCM.

2.8. Generalized Transfer Functions

The control engineering block diagrams, from which the generalized transfer functions in
Equation (37) (output dynamics) and in Equation (38) (input dynamics) are defined, are given explicitly
in [9]:
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GPCM
io-o = v̂o

v̂in
=

(1+
FmqB

L HsrB
A )GDDR

io-o −Fm(qB
in+

qB
L HsrC

A )GDDR
co-o

1+Lc+Lv

ZPCM
o-o = v̂o

îo
=

(1+
FmqB

L HsrB
A )ZDDR

o-o +
FmqB

L Hsr
A GDDR

co-o
1+Lc+Lv

GPCM
co-c = v̂o

îco
= FB

mGDDR
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1+Lc+Lv

(37)

YPCM
in-o = îin

v̂in
= YDDR

in-o − FB
mGDDR

ci-o
1+Lc+Lv

(qB
in +

qB
L HsrC

A + (qB
o +

qB
L Hsr
AZC

)GDDR
io-o )

TPCM
oi-o = îin

îo
= TDDR

oi-o +
FmGDDR

ci-o
1+Lc+Lv

((qB
o +

qB
L Hsr
AZC

)ZDDR
o-o − qB

L Hsr
A )

GPCM
ci-o = îin

îco
=

FmGDDR
ci-o

1+Lc+Lv

(38)

where Lc and Lv denote the inductor-current and output-voltage feedback-loop gains as given in
Equation (39), GDDR

cL-o and GDDR
co-o denote the control-to-inductor-current and control-to-output-voltage

transfer functions of the corresponding DDR-controlled converter

Lc = FmqB
LHsrGDDR

cL-o

Lv = FmqB
o GDDR

co-c

(39)

and ZC denotes the impedance of the output capacitor, Hsr denotes the high-frequency extension for
correcting the phase behavior given in Equation (40), and A, B, and C are defined in Equation (41) for
a boost converter, respectively.

Hsr = 1 + s
2ζ

ωsr
+

s2

ω2
sr

. (40)

A = 1 − D2Ts

2L
(rL + rds) B =

DTs

L
Vin C =

D2Ts

2L
. (41)

The duty-ratio constraints applicable for Equations (37) and (38) in the case of a boost converter
can be derived from Equation (16) by setting rC = 0 as

FB
m ≈ Fm

qB
L ≈ qL qB

in ≈ qin qB
o ≈ qC

(42)

and GDDR
cL-o and GDDR

co-o for computing GPCM
co-o of the boost converter in Equation (43) can be given by

Gco-c =
−sLIe+(1+B1R2)Ve−A1 Ie

LC(s2+s A1
L +

A2(1+B1R2)
LC )

(1 + srCC)

GcL-o = sVeC+A2 Ie

LC(s2+s A1
L +

A2(1+B1R2)
LC )

(43)

where A1,2, B1, Ve, and Ie are given in Equation (4), respectively.

3. Simulink-Based Model Validation

The validation was performed in such a manner that the simulated frequency responses were
extracted from the Simulink-base switching model corresponding exactly to the boost converter given
in Figure 1. The pseudo-random-binary-sequence-based method to extract the frequency responses is
described in [13,14]. The predicted frequency responses were computed based on the complete transfer
functions given in Equation (22), where the effect of the high-frequency extension Hsr in Equation (40)
is added with ζ = 0.5 and ωsr = 2π fs (i.e., fs = 100 kHz) (cf. [9]).

Figure 4 shows the predicted (solid lines) and simulated (diamond and square marks) output
impedance at the input voltages of 20 V and 50 V. The figure shows that there were no high-frequency
effects visible at the magnitude or phase, which were actually removed by the output capacitor, as also
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discussed in [5]. This means that the average-model-based transfer function given in Equation (22)
predicted exactly the dynamic behavior of the output impedance as such.

Figure 4. The predicted (solid lines) and simulated (diamond and square marks) frequency responses
of the output impedance at the input voltages of 20 V (red) and 50 V (blue).

Figure 5 shows the predicted (solid black lines) and simulated (red square marks at 20 V and
blue diamond marks at 50 V) frequency responses of the control-to-output-voltage transfer functions.
The figure shows that the predicted and simulated responses with the application of Hsr in Equation (38)
had very good matches with each other.

Figure 5. The predicted (solid black lines) and simulated (diamond and square marks) frequency
responses of the control-to-output-voltage transfer functions at the input voltages of 20 V (red) and
50 V (blue).

Figure 6 shows the comparison of the predicted responses of the control-to-output-voltage transfer
functions, where the solid black lines denote the responses computed by using the full-order transfer
functions, and the dashed lines denote the responses by using the reduced-order transfer functions,
respectively. The figure shows that the responses coincided. This implies that the reduced-order
models can be used for different design purposes, but it is, however, recommended to verify the
situation with the actual design in a similar manner as shown in Figure 6.
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Figure 6. The black solid lines represent the frequency responses of the control-to-output transfer
function predicted by the full-order model, and the dashed lines represent the corresponding frequency
responses predicted by the reduced-order model at 20 V (red) and 50 V (blue).

Figure 7 shows the unterminated (dashed lines) and load-resistor-affected (solid lines) frequency
responses of the control-to-output-voltage transfer function at the input voltages of 20 V (red)
and 50 V (blue), respectively. The figure confirms that the load-resistor effects were concentrated
at the low frequencies, as discussed in Section 2.6. It is obvious that the load-resistor-affected
control-to-output-voltage responses can be utilized in the control design, when the feedback-loop
crossover frequency is designed to be at high enough frequencies (i.e., >1 kHz in this case).

Figure 7. The dashed lines denote the predicted unterminated control-to-output-voltage frequency
responses, and the solid lines denote the predicted load-resistor-affected frequency responses at the
input voltages of 20 V (red) and 50 V (blue).

The output-voltage feedback loop of the boost converter was designed at the input voltage of
20 V, where the RHP zero is at its minimum frequency (cf. Table 1). The phase behavior of the
control-to-output-voltage transfer function is such that a proportional-integral (PI) controller can be
used (cf. Figure 7) as given in

Gcc = Kcc
1 + s/ωz

s(1 + s/ωp)
. (44)

The controller zero (ωz) was placed at 1 kHz, the controller pole (ωp) was placed at 5 kHz, and
the controller gain (Kcc) was set to 88,614 to obtain the feedback-loop crossover frequency of 10 kHz
and the phase margin of 60 degrees, as shown in Figure 8. If looking carefully the behavior of the
high-frequency magnitude of the feedback-loop gain (solid red line) at the input voltage of 20 V, then
it would be clear that the sufficient gain margin (i.e., 6 dB at least) would determine the obtainable
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crossover frequency. The dashed lines denote the PI-controller design, where the high-frequency pole
was omitted, as in [17]. According to the corresponding high-frequency-magnitude behavior (dashed
red line), it would be obvious that the design would be easily sensitive to the high-frequency ripple
effects in the duty-ratio generation process.

Figure 8. The output-voltage feedback-loop gains, when the PI controller with a high-frequency pole is
used (solid lines) and when the PI controller without the high-frequency pole is used (dashed lines).

Figure 9 shows the output-voltage response to a load current change of 1.5 A at the input voltages
of 20 V (red) and 50 V (blue). The responses were quite close to each other, because the feedback-loop
gains do not change much when the input voltage varies. The same responses in the case of the
CCM-operated PCM-controlled boost converter can be seen in [11] (p. 324, Figure 6.53), where the
voltage dipped at 20 V and 50 V to 1.37 V and 0.56 V, respectively, for a steep change in the output
current of 1.3 A. This is a very good indication of why the DCM operation is preferred in converters
having a RHP zero in their control dynamics.

Figure 9. The output-voltage response to a load current change of 1.5 A at the input voltages of 20 V
(red) and 50 V (blue).

4. Conclusions

The full-order dynamic modeling and comprehensive analysis of a DCM-operated PCM-controlled
boost converter are presented for first time in the literature in this paper. The investigations show that
the PCM-modeling technique introduced in [8] and validated in the case of a buck converter in [9]
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also produces accurate models for a boost converter, when the load-resistor effect is removed [10]
and the high-frequency extension introduced in [9] is added. In addition, this paper shows that the
reduced-order models also quite accurately predicted the dynamic behavior in this particular case.
This phenomenon should not be generalized until the validity of the reduced-order models in each
specific case is verified by means of the full-order models.

Suntio [8] stated explicitly that DCM-operated PCM-controlled converters will operate in
harmonic operation modes at both even and odd harmonic frequencies. The investigations in this paper
show explicitly that the even harmonic-mode operation is a characteristic feature of PCM-controlled
converters in general because of the infinite duty-ratio gain at the mode limit. The even and odd
harmonic-mode operations of the buck converter are the consequence of the open-loop RHP pole.

It was also shown that the output-voltage transient response of the DCM-operated PCM-
controlled boost converter is outstanding compared with the corresponding CCM-operated
PCM-controlled boost converter.
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5. Erickson, R.W.; Maksimović, D. Fundamentals of Power Electronics, 2nd ed.; Kluwer Academic Publishers:
Norwell, MA, USA, 2001.

6. Ridley, R.B. A new continuous-time model for current-mode control with constant frequency, constant
on-time and constant off-time in CCM and DCM. In Proceedings of the IEEE Power Electron. Specialists
Conf. (IEEE PESC), San Antonio, TX, USA, 11–14 June 1990; pp. 382–389.

7. Fang, C.-C. Unified discrete-time modeling of buck converter in discontinuous mode. IEEE Trans.
Power Electron. 2011, 26, 2335–2342. [CrossRef]

8. Suntio, T. Analysis and modeling of peak-current-mode controlled buck converter in DICM. IEEE Trans.
Ind. Electron. 2001, 48, 127–135. [CrossRef]

9. Suntio, T. Dynamic modeling and analysis of PCM-controlled DCM-operated buck
converter—A reexamination. Energies 2018, 11, 1267. [CrossRef]

10. Suntio, T. Load-resistor-affected dynamic models in control design of switched-mode converters. EPE J.
2018, 28, 159–168. [CrossRef]

11. Suntio, T.; Messo, T.; Puukko, J. Power Electronic Converters—Dynamics and Control in Conventional and
Renewable Energy Applications; Wiley VCH: Weinheim, Germany, 2017.

12. Gurbina, M.; Ciresan, A.; Lascu, D.; Lica, S.; Pop-Calimanu, I.M. A new exact mathematical approach for
studying bifurcation in DCM operated dc-dc switching converters. Energies 2018, 11, 663. [CrossRef]

13. Fang, C.-C.; Redl, R. Subharmonic instability limits for the peak-current-controlled buck converter with
closed voltage feedback loop. IEEE Trans. Power Electron. 2015, 30, 1085–1092. [CrossRef]

14. Suntio, T. Unified average and small-signal modeling of direct-on-time control. IEEE Trans. Ind. Electron.
2006, 53, 287–295. [CrossRef]

288



Energies 2019, 12, 4

15. Roinila, T.; Helin, T.; Vilkko, M.; Suntio, T.; Koivisto, H. Circular correlation based identification of switching
power converter with uncertainty analysis using fuzzy density approach. J. Simul. Model. Pract. Theory 2009,
17, 1043–1058. [CrossRef]

16. Roinila, T.; Vilkko, M.; Suntio, T. Fast loop gain measurement of switched-mode converter using binary
signal with specified Fourier amplitude spectrum. IEEE Trans. Power Electron. 2009, 24, 2746–2755. [CrossRef]

17. Sun, J.; Mitchell, D.M.; Greuel, M.F.; Krein, P.T.; Bass, R.M. Averaged modeling of PWM converters operating
in discontinuous mode. IEEE Trans. Power Electron. 2001, 16, 482–492.

© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

289



energies

Article

Oscillation Suppression Method by Two Notch Filters
for Parallel Inverters under Weak Grid Conditions

Ling Yang 1, Yandong Chen 1,*, Hongliang Wang 1, An Luo 1 and Kunshan Huai 2

1 College of Electrical and Information Engineering, Hunan University, Changsha 410082, China;
yangling_1992@163.com (L.Y.); liangliang-930@163.com (H.W.); an_luo@126.com (A.L.)

2 Guangzhou Power Supply Co., Ltd., Guangzhou 510620, China; huaikunshan@126.com
* Correspondence: yandong_chen@hnu.edu.cn; Tel.: +86-151-1626-8089

Received: 4 November 2018; Accepted: 5 December 2018; Published: 8 December 2018

Abstract: With plenty of parallel inverters connected to a weak grid at the point of common coupling
(PCC), the impedance coupling interactions between the inverters and the grid are enhanced, which
may cause high-frequency harmonic oscillation and further aggravate the system instability. In this
paper, a basic technique for inverter output impedance is proposed to suppress the oscillation,
showing that the inverter output impedance should be designed relatively high at the harmonic
oscillation frequency, while relatively low at other frequencies. On the basis of the proposed technique,
two virtual impedances are added to be in parallel and in series with the original inverter output
impedance, respectively. Thus, an oscillation suppression method by two notch filters is proposed to
realize the virtual impedances and increase the whole system damping. The implementation forms
of the virtual impedances are presented by the proposed PCC voltage feedforward and grid-side
inductor current feedback with two notch filters. Finally, simulation and experimental results are
provided to verify the validity of the proposed control method.

Keywords: weak grid; parallel inverters; oscillation suppression; notch filter; impedance reshaping

1. Introduction

With the increasing energy crisis and environmental problems, renewable energy generation,
mostly in power plants or microgrids, have grown rapidly [1–3]. Due to the distributed locations of
renewable energy generators, multiple transformers and long transmission lines are utilized to connect
the systems to the public grid [4]. Thus, the public grid exhibits the feature of a weak grid in which
grid impedance cannot be ignored [5].

Especially, in a large-scale power plant or microgrid, renewable energies are mostly connected
to the grid via parallel inverters [6,7]. By this way, the power plant or microgrid can easily expand
the output power capacity, and it is also convenient to connect plenty of renewable energies into the
grid [8]. Under weak grid conditions, the impedance coupling interactions between the inverters and
the grid are enhanced further due to grid impedance [9]. If control parameters and device selection of
all inverters are the same, the grid impedance seen by each inverter will become n times of the real
grid impedance [10]. Therefore, these interactions may cause oscillation if inverters are improperly
designed or controlled.

There are two methods to analyze the system’s stability. The first is the eigenvalue-based
analysis [11], which is usually utilized to evaluate the system’s stability. The eigenvalue-based stability
analysis studies the eigenvalues of a system’s state space model matrix, which requires the physical
features and control parameters in the system [12]. The second one is the impedance-based stability
criteria [13,14], which is well built to adjudicate the system stability. The system will be stable if two
requirements are satisfied [13]. The first requirement is that the grid-connected inverter is stable in
the public grid, and the other is that the product of grid impedance and inverter output admittance
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satisfies the Nyquist criterion. The industrial and academia community have widely accepted the
theory of impedance-based stability analysis [15,16].

Some strategies were proposed to suppress the oscillation, which can be divided into two cases.
One is to introduce additional hardware equipment to the PCC [17], the other is to reshape the inverter
output impedance [18–23]. Adding additional equipment was adopted to stabilize the paralleled
multi-inverter system, in which structures and control parameters of the inverters are unknown.
Reference [17] installed an active damper at the PCC to suppress the oscillation. However, extra cost
may exist owing to the demand of additional circuitry [24].

Different impedance reshaping methods need to be adopted to suppress the oscillation. The
existing impedance reshaping methods mainly include: capacitance-current-feedback methods [18,19],
capacitance-voltage-feedback methods [20,21], and virtual resistor methods [22,23]. In Reference [18],
the real-time computational method was proposed to decrease the computational delay, which can
simplify the design and enhance the performance. However, if the grid voltage has much harmonics,
it will make the duty cycle of the inverters change sharply. Similar to the capacitance-current-feedback
methods, useful active damping was induced by the derivative feedback of the capacitance
voltage [20,21]. However, the capacitance-voltage-feedback methods should handle the challenge
of grid voltage variation. In References [22,23], the virtual resistor methods made the inverter
output impedance show high impedance at all frequencies, which can suppress the oscillation.
However, due to the high impedance characteristics of the inverters at the fundamental frequency,
the methods will cause the change of the fundamental current, and then influence the tracking
precision of the grid-connected power. Therefore, the fundamental impedance and high-frequency
harmonic impedance of inverters are separately considered. The fundamental impedance should be
designed as the low impedance, which does not affect the grid-connected power tracking. However,
the high-frequency harmonic impedance is designed as the high impedance to suppress the oscillation.

In this paper, the oscillation suppression method by two notch filters is proposed to increase
the whole system damping. This paper is organized as follows. Section 2 analyzes the oscillation
mechanism of a paralleled multi-inverter system. Section 3 presents the demand for the inverter
output impedance for the purpose of oscillation suppression, and the method of adding the virtual
impedances to meet the demand is proposed, which introduces two notch filters to the PCC voltage
feedforward and grid-side inductor current feedback. Section 4 compares and analyzes the system’s
stability in two cases. Sections 5 and 6 provide the simulation and experimental results to verify the
validity of the proposed control method. Finally, Section 7 gives the conclusion.

2. Oscillation Mechanism of Paralleled Multi-Inverter System

2.1. System Description

The structure of a paralleled multi-inverter system is shown in Figure 1. The left and right side
are the inverter subsystem and the grid subsystem. j = 1, 2, . . . , n. Udc is the DC voltage. uinvj, uC1j,
and uPCC are the inverter output voltage, filter capacitor voltage, and PCC voltage. ug is the grid
voltage. Zg is the grid impedance. Inductor-capacitor-inductor-type (LCL-type) filter is constituted by
the inverter-side inductor L1j, grid-side inductor L2j, and filter capacitor C1j. RL1j and RL2j are parasitic
resistances of L1j and L2j. iL1j is the inverter-side inductor current. iC1j is the filter capacitor current.
ioj is the grid-side inductor current. ig is the grid-connected current.
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Figure 1. Structure of paralleled multi-inverter system.

2.2. Oscillation Mechanism

In the grid-connected mode, single inverter is equivalent to the current source ij in parallel with
equivalent admittance Yj, which is the Norton equivalent circuit [23]. The grid is equivalent to the grid
voltage ug in series with grid impedance Zg. From the PCC, the Norton equivalent circuit of paralleled
multi-inverter system is shown in Figure 2a. From Figure 2a, the circuit relationship about uPCC is
shown in Equation (1) by the nodal analysis method.

(Y1 + Y2 + · · ·+ Yn)uPCC + uPCC/Zg = (i1 + i2 + · · ·+ in) + ug/Zg (1)

where ij is the current source of a single inverter, and Yj is the equivalent admittance of a single inverter.
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Figure 2. Output admittance model and oscillation mechanism of paralleled multi-inverter system.
(a) Norton equivalent circuit; (b) Output admittance model; (c) Parallel oscillation; (d) Series oscillation.
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From Equation (1), the output admittance model of paralleled multi-inverter system satisfies the
Equation (2), as depicted in Figure 2b.

uPCC

n

∑
j=1

Yj + uPCC/Zg =
n

∑
j=1

ij + ug/Zg (2)

The frequency of harmonic current ihj is caused by the system nonlinear factor. If it is equal to or
close to the parallel resonance frequency of impedance network, it will cause the parallel oscillation,
as shown in Figure 2c. The frequency of harmonic voltage ugh is caused by the grid distortion. If it is
equal to or close to the series resonance frequency of impedance network, it will result in the series
oscillation, as shown in Figure 2d.

From Figure 2b, the grid-connected current ig can be derived as

ig = (
n

∑
j=1

ij − ug

n

∑
j=1

Yj)·( 1

1 + Zg·
n
∑

j=1
Yj

) (3)

where the product of grid impedance and inverter output admittance is defined as the impedance ratio
K, which can be expressed as

K = Zg·
n

∑
j=1

Yj (4)

From Equation (3), it can be assumed that the grid voltage is stable in the absence of the inverter,
and the inverter will be stable if the grid impedance is zero. Nevertheless, when the grid impedance is
not negligible, the system will be stable only if the impedance ratio K satisfies the Nyquist criterion in
Reference [12]. In other words, the system will be stable, only if the Nyquist curve of the impedance
ratio does not surround (−1, j0).

Thus, there are impedance coupling interactions between the inverters and the grid, which will
aggravate the harmonic distortion of grid-connected current, lead to the oscillation in paralleled
multi-inverter system, and even cause the system to be unstable.

3. Oscillation Suppression Method by Two Notch Filters for Parallel Inverters

3.1. Demand for the Inverter Output Impedance

To suppress the oscillation, the inverter output impedance should be designed relatively high
at the harmonic oscillation frequency while relatively low at other frequencies. For this purpose,
the virtual impedances are added to be connected with the original output impedance, as shown in
Figure 3. Figure 3a–c presents parallel, series, and parallel-series virtual impedances, respectively.
The above three forms can reach the same performance for oscillation suppression. For the first and
second forms, it is relatively complicated to introduce one virtual impedance to realize that the inverter
output impedance shows high at the harmonic oscillation frequency while relatively low at other
frequencies. However, the third form with two virtual impedances is relatively easy to achieve this
purpose. Thus, the third form is mainly discussed in this paper.
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Figure 3. Equivalent schematic diagram. (a) Parallel virtual impedance; (b) series virtual impedance;
(c) parallel-series virtual impedances; (d) equivalent output impedance model.

In Figure 3c, Zoj is the self-impedance when the parallel-series virtual impedances are not added.
The equivalent impedance Zj (Zj = 1/Yj) is formed by Zoj in parallel with Zpj, and then in series with Zsj.
The grid equivalent impedance Zsgj consists of the virtual impedance Zsj and the grid impedance Zg

connected in series. if/hj, if/h1j, if/h2j, and if/h3j are total fundamental/high-frequency harmonic current,
fundamental/high-frequency harmonic current of Zoj branch, fundamental/high-frequency harmonic
current of Zpj branch, and fundamental/high-frequency harmonic current of Zsgj branch, respectively.
if/hj = if/h1j + if/h2j + if/h3j. The total fundamental frequency current ifj and the total high-frequency
harmonic current ihj are determined by the shunt circuit, consisting of the self-impedance Zoj, parallel
virtual impedance Zpj, and grid equivalent impedance Zsgj. From the PCC, the Norton equivalent
circuit of Figure 3c is refined into the forms of Figure 3d.

On the basis of the proposed basic technique, the parallel virtual impedance Zpj should
be designed to show low impedance at the harmonic oscillation frequency. By doing so, most
high-frequency harmonic current will flow into the parallel virtual impedance Zpj branch; it effectively
suppresses the oscillation of paralleled multi-inverter system. In the meantime, to improve the power
quality of grid-connected current, the series virtual impedance Zsj should be designed to display low
impedance at the fundamental frequency. This way, most fundamental frequency current flows into
the grid branch with relatively low impedance.

3.2. Oscillation Suppression Method

The parallel-series virtual impedances in Figure 4 can be realized by introducing two notch filters.
In Figure 4, two virtual impedances are added in parallel and series with inverter output impedance,
respectively. Gi is the grid-connected current loop proportional resonant (PR) controller, GPWM is the
equivalent gain of the inverter, ZL1j = sL1j + RL1j, ZC1j = 1/sC1j, ZL2j = sL2j + RL2j.

The parallel virtual impedance Zpj and series virtual impedance Zsj can be expressed as{
Zpj = r1/GN

Zsj = r2GN
(5)

where r1 and r2 are the proportional coefficient and GN is the notch filter.
The grid-connected current loop PR controller Gi can be expressed as

Gi = kp +
2ki1ωcs

s2 + 2ωcs + ω2
o

(6)
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where kp is the proportional coefficient of quasi-proportional resonant controller, ki1 is the resonance
gain of quasi proportional resonance controller, ωc is the cut-off angular frequency, and ωo is the
fundamental angular frequency.

The effects of dead-time of switching devices in paralleled multi-inverter system are regarded
as a disturbance, which have a constant amplitude and an alternative direction depending on the
inverter-side inductor current iL1j [25]. It is notable that the disturbance can be seen as the controlled
current source idj in Norton equivalent circuit, which can be presented as

idj =
Uej

Zpj A + ZsjB
·sign(iL1j) (7)

where A = ZL1jZL2j + ZC1j(GiGPWM + ZL1j + ZL2j) and B = ZL1jZC1j + (ZL1j + ZC1j)(ZL2j + Zpj).
According to Reference [25], Uej in Equation (7) can be expressed as

Uej = 2(Udcj + UDj − UTj)
tdj + tonj − toffj

Tsj
− UDj − UTj (8)

where UTj and UDj are the on-state voltage drop of switching devices and diodes, Tsj, tdj, tonj and toffj
are switching period, dead-time, turn-on time, and turn-off time of switching devices.

Meanwhile, sign(iL1j) in Equation (7) can be expressed as

sign(iL1j) =

{
1 iL1j > 0
−1 iL1j < 0

(9)

From Figure 4, the closed-loop transfer function of the system can be expressed as

ioj = Gjirefj + idj − YjuPCC =
GiGPWMZC1jZpj

Zpj A + ZsjB
irefj + idj −

ZL1jZC1j + (ZL1j + ZC1j)(Zpj + ZL2j)

Zpj A + ZsjB
uPCC (10)

where irefj is the reference current of single inverter, Gj is the current source equivalent coefficient of
single inverter, and Yj is the equivalent admittance of single inverter.

Figure 4. Equivalent control block diagram of oscillation suppression method by two notch filters for
parallel inverters.

According to Equation (10), the refined equivalent output impedance model is shown in Figure 5.
The current source ij is equivalent to the current source i1j in parallel with the current source idj.
Two virtual impedances are added to be in parallel and in series with the original inverter output
impedance, respectively. Thus, Figure 5 is equivalent to the refinement of Figure 3d, which can achieve
the proposed approach.
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Figure 5. Refined equivalent output impedance model.

From Figure 5, the equivalent model of the m-th inverter can be expressed as

iom = Gmirefm + idm − YmuPCC

=
GiGPWMZC1mZpm

Zpm A+ZsmB irefm + idm − ZL1mZC1m+(ZL1m+ZC1m)(Zpm+ZL2m)
Zpm A+ZsmB uPCC

(11)

where irefm, Gm, Ym, idm, ZL1m, ZC1m, ZL2m, Zpm, and Zsm are the variables of the m-th inverter.
Substitute Equation (1) into Equation (11), and Equation (11) can be rewritten as

iom = Gselfmirefm +
n
∑

j=1,j �=m
Gparalm, jire f j − Gserimug + idm

= (Gm − ZgYmGm

1+Zg
n
∑

j=1
Yj

)irefm +
n
∑

j=1,j �=m
(− ZgYm

1+Zg
n
∑

j=1
Yj

Gj)ire f j − Ym

1+Zg
n
∑

j=1
Yj

ug + idm
(12)

where Gselfm is the transfer relationship between the grid-side inductance current iom of the m-th
inverter and reference current irefm of the m-th inverter, Gparalm,j is the transfer relationship between
the grid-side inductance current iom of the m-th inverter and reference current irefj of the jth inverter,
and Gserim is the transfer relationship between grid-side inductance current iom of the m-th inverter
and grid voltage ug.

When a similar analysis method is adopted to other inverters, the system can be expressed using
a closed-loop transfer function matrix with reference currents, grid voltage and controlled current
sources as inputs and grid-side inductor currents as outputs⎡⎢⎢⎢⎢⎣

io1

io2
...

ion

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
Gself1 Gparal1, 2 · · · Gparal1, n

Gparal2, 1 Gself2 · · · Gparal2, n
...

...
...

...
Gparaln, 1 Gparaln, 2 · · · Gselfn

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

iref1
iref2

...
irefn

⎤⎥⎥⎥⎥⎦−

⎡⎢⎢⎢⎢⎣
Gseri1

Gseri2
...

Gserin

⎤⎥⎥⎥⎥⎦ug +

⎡⎢⎢⎢⎢⎣
id1
id2
...

idn

⎤⎥⎥⎥⎥⎦ (13)

It is obvious that the strong coupling between the inverters and the grid may exist and introduce
harmonic oscillation currents under weak grid condition.

According to Figure 4, Figure 6 gives the control block diagram of the oscillation suppression
method by two notch filters for parallel inverters. The first notch filter is introduced into the
feedforward path of PCC voltage and the second notch filter is introduced into the feedback path of
the grid-side inductor current. The feedback path of the grid-side inductor current with the notch filter
is equivalent to a virtual impedance in series with inverter output impedance, which can effectively
improve the power quality of the grid-connected current. The feedforward path of PCC voltage with
the notch filter equals to a virtual impedance in parallel with inverter output impedance. This can
effectively restrain the parallel inverters’ harmonic current from flowing into the grid and avoid the
oscillation phenomenon. H1j is the feedback coefficient of the grid-side inductor current, and H2j is the
feedforward coefficient of PCC voltage.
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Figure 6. Control block diagram of the oscillation suppression method by two notch filters for
parallel inverters.

From Figure 6, the equivalent closed-loop transfer function of the system can be expressed as

ioj = Gjeqirefj + idj − YjequPCC =
GiGPWMZC1j

C + D + E
irefj + idj −

ZL1j + ZC1j + H2jGPWMZC1j

C + D + E
uPCC (14)

where Gjeq is the equivalent coefficient of the current source after the single inverter transformation,
Yjeq is the inverter equivalent admittance after the single inverter transformation, C = ZL1jZL2j,
D = (1 + H1j)GiGPWMZC1j, and E = ZC1j(ZL1j + ZL2j).

In order to achieve the same purpose of Figures 4 and 6, the equivalent coefficient of the current
source and the inverter equivalent admittance in Equation (10) are equal to those in Equation (14).
Thus, it can be expressed as⎧⎨⎩

GiGPWMZC1jZpj
Zpj A+ZsjB

=
GiGPWMZC1j

C+D+E
ZL1jZC1j+(ZL1j+ZC1j)(Zpj+ZL2j)

Zpj A+ZsjB
=

ZL1j+ZC1j+H2GPWMZC1j
C+D+E

(15)

From Equation (15), the feedback coefficient of the grid-side inductor current H1j and the
feedforward coefficient of PCC voltage H2j can be expressed as⎧⎪⎨⎪⎩

H1j =
Zsj(ZL1jZC1j+(ZL1j+ZC1j)(ZL2j+Zpj))

GiGPWMZC1jZpj

H2j =
ZL1jZC1j+(ZL1j+ZC1j)ZL2j

GPWMZC1jZpj

(16)

At the specific frequency, the amplitude of the notch filter is greatly attenuated while the amplitude
at other frequencies is almost non-destructive. The notch filter GN can be expressed as

GN =
( s

2π fo
)2 + 1

( s
2π fo

)2 + s
Q2π fo

+ 1
(17)

where f o is the fundamental frequency and Q is the quality factor of the notch filter.
The analysis diagrams of the notch filter with Q = 0.25, 0.5, and 1 are shown in Figure 7.

From Figure 7a, the larger Q is, the better the notch characteristic of the notch filter, but the worse the
frequency adaptability. From Figure 7b, when Q = 0.25, the characteristic equation has two unequal real
poles on the negative real axis of the s plane, which is over-damping. When Q = 0.5, the characteristic
equation has two equal real poles on the negative real axis of the s plane, which is critical-damping.
When Q = 1, the characteristic equation has the conjugate complex poles on the left half plane, which is
under-damping. From Figure 7c, the tuning time of notch filter with Q = 0.5 is better than Q = 0.25, 1.
Therefore, considering the notch characteristics and dynamics comprehensively, the Q value was
selected to be 0.5.
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Figure 7. Analysis diagrams of notch filter with Q = 0.25, 0.5, 1. (a) The Bode diagram of notch filter;
(b) Pole-zero plot of notch filter; (c) Unit step dynamic responses of notch filter.

The Bode diagrams of parallel virtual impedance Zpj and series virtual impedance Zsj are shown
in Figure 8. At the fundamental frequency, the parallel virtual impedance Zpj shows a high impedance,
and the series virtual impedance Zsj displays a low impedance, so that the fundamental current flows
into the grid. At the high frequency, the parallel virtual impedance Zpj shows a low impedance, and the
series virtual impedance Zsj displays a high impedance, so that the high-frequency harmonic current
flows into the parallel virtual impedance Zpj branch.
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Figure 8. The Bode diagrams of parallel virtual impedance Zpj and series virtual impedance Zsj.

The Bode diagrams of the inverter self-impedance Zoj, parallel virtual impedance Zpj, grid
equivalent impedance Zsgj, and grid impedance Zg are shown in Figure 9. Combined with Figure 5,
the grid equivalent impedance Zsgj is much lower than the self-impedance Zoj and the parallel
virtual impedance Zpj at the fundamental frequency, thus most fundamental frequency current
flows into the grid branch with relatively low impedance, which improves the power quality of
grid-connected current. At the high frequency, the parallel virtual impedance Zpj is much lower
than the self-impedance Zoj and grid equivalent impedance Zsgj, thus most high-frequency harmonic
current flows into the parallel virtual impedance Zpj branch with relatively low impedance, and it
effectively suppresses the oscillation of the paralleled multi-inverter system.
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Figure 9. The Bode diagrams of the inverter self-impedance Zoj, parallel virtual impedance Zpj, grid
equivalent impedance Zsgj, and grid impedance Zg.

4. Contrast Analysis of System Stability under Weak Grid Condition

In order to compare and analyze the system stability, different conditions of adding parallel-series
virtual impedances are shown in Table 1. Parallel virtual impedance Zpj = r1 and series virtual
impedance Zsj = r2, abbreviated as case I. Parallel virtual impedance Zpj = r1/GN and series virtual
impedance Zsj = r2GN, abbreviated as case II (proposed control method).

Table 1. Different conditions of adding parallel-series virtual impedances.

Number Parallel Virtual Impedance Zpj Series Virtual Impedance Zsj Control Method

I r1 r2 case I
II r1/GN r2GN case II

To verify that the system satisfies the precondition of using the Nyquist criterion, the open-loop
Bode diagrams and closed-loop pole-zero diagrams of the equivalent coefficient of current source Gjeq

for single inverter in different cases are shown in Figure 10. From Figure 10a,b, it can be seen that
the gain margin (GM) and the phase margin (PM) are greater than 0, no right half-plane pole exists,
and the single-inverter system is in a stable state. Therefore, the system satisfies the precondition of
using the Nyquist criterion. The stability condition of the paralleled multi-inverter system is that the
Nyquist curve of the impedance ratio does not surround (−1, j0).

 

Figure 10. The open-loop Bode diagrams and closed-loop pole-zero diagrams of the equivalent
coefficient of current source Gjeq for single inverter in different cases. (a) Case I; (b) Case II.
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Figure 11 shows the Nyquist diagrams of impedance ratio K for the paralleled multi-inverter
system. From Figure 11a, when the number of inverters is 2, 3, 4, 5, and 6, respectively, the Nyquist
curve does not surround (−1, j0) in case I, and the system is in a stable state. However, when the
number of inverters is 7, 8, 9, 10, and 11, respectively, the Nyquist curves all surround (−1, j0), and the
system is in an unstable state. However, from Figure 11b, regardless of the number of inverters,
the Nyquist curves would never wrap around (−1, j0) in case II, and the system is in a stable state.
Therefore, compared with case I, the proposed oscillation suppression method by two notch filters
can effectively restrain parallel inverters’ harmonic current from flowing into the grid, and avoid the
oscillation phenomenon.

Figure 11. Nyquist diagrams of impedance ratio K for the paralleled multi-inverter system. (a) Case I;
(b) Case II.
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5. Simulation Verification

To verify the correctness of theoretical analysis, the simulation model of a paralleled multi-inverter
system was built based on Figure 1. Several cases including two and seven inverters were simulated by
PSIM (Powersim Inc., Rockville, MD, USA) simulation. The system parameters are shown in Table 2.

When two inverters were connected to a weak grid in case I and case II, the root mean square
(RMS) value of the reference grid-side inductor current irefm for each grid-connected inverter increased
from 18.75 A to 37.5 A at 0.405 s. Therefore, the RMS of the reference grid-connected current igref
increased from 37.5 A to 75 A for the two parallel inverters. Simulation results of the grid-connected
current with two parallel inverters are shown in Table 3.

Table 2. System parameters.

Parameter/Unit Value Parameter/Unit Value

DC voltage Udc/V 720 Switching frequency f s/kHz 10
Grid phase voltage Ug/V 220 Proportional coefficient kp 2.1

Amplitude of triangular carrier Utri/V 1 Resonance gain ki1 175
Inverter-side inductor L1/mH 2.2 Cut-off angular frequency ωc/rad/s 6.28

Parasitic resistance of L1 RL1/Ω 0.002 Fundamental angular frequency ωo/rad/s 314
Filter capacitor C1/μF 10 Fundamental frequency f o/Hz 50

Grid-side inductor L2/mH 0.8 Quality factor Q 0.5
Parasitic resistance of L2 RL2/Ω 0.001 Proportional coefficient r1 5

Grid inductor Lg/mH 2 Proportional coefficient r2 15

Table 3. Simulation results of grid-connected current with two parallel inverters. THD: total
harmonic distortion.

Number Case

Before Reference Current Transient After Reference Current Transient

THD
Resonance Point and

Resonance Peak
THD

Resonance Point and
Resonance Peak

2
I 6.07% 25th harmonic 1.77 A 3.16% 25th harmonic 1.81 A
II 3.27% 39th harmonic 0.88 A 1.51% 39th harmonic 0.79 A

In case I, the transient simulation waveforms of PCC voltage uPCC and grid-connected current ig
are depicted in Figure 12a,b. It can be seen that the distortion rate of PCC voltage uPCC is 1.57%.
The grid-connected current ig and corresponding spectrum from 0.30 s to 0.36 s are shown in
Figure 12c,d, which describes the situation before the reference current surges. The distortion rate of
grid-connected current ig is 6.07%, the resonance point is near the 25th harmonic (1250 Hz), and the
resonance peak is 1.77 A. The grid-connected current ig and corresponding spectrum after the reference
current suddenly increases are shown in Figure 12e,f. The distortion rate of grid-connected current ig
decreases to 3.16%, the resonance point is still near the 25th harmonic (1250 Hz), and the resonance
peak value is 1.81 A. At this time, the major high-frequency harmonics of the grid-connected current
are 25th harmonics.

In case II, the transient simulation waveforms of PCC voltage uPCC and the grid-connected current
ig are depicted in Figure 13a,b. From Figure 13a, the distortion rate of PCC voltage uPCC is 0.82%.
The grid-connected current ig and corresponding spectrum before the reference current surges are
shown in Figure 13c,d. The distortion rate of the grid-connected current ig is 3.27%, the resonance point
is near the 39th harmonic (1950 Hz), and the resonance peak is 0.88 A. The grid-connected current ig
and corresponding spectrum after the reference current suddenly increases are shown in Figure 13e,f.
The distortion rate of the grid-connected current ig decreases to 1.51%, the resonance point is still
near the 39th harmonic (1950 Hz), and the resonance peak value is 0.79 A. Meanwhile, the power
quality of the grid-connected current can be significantly improved, and the resonance phenomenon
has obviously decreased.
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When seven inverters are connected to a weak grid in cases I and II, the RMS of reference
grid-side inductor current irefm for each grid-connected inverter is 10.71 A. Therefore, the RMS of the
reference grid-connected current igref is 75 A for seven parallel inverters. The simulation waveforms
and spectrograms of PCC voltage uPCC and the grid-connected current ig are shown in Figures 14
and 15. The simulation results of the grid-connected current with seven parallel inverters are shown in
Table 4. In case I, the system is in an unstable state. The resonance phenomenon is obvious. The reason
is that the high-frequency harmonic current frequency is equal to or close to the parallel resonance
frequency of self-impedance, resulting in a parallel resonance or quasi-resonance of the impedance
network. The grid-connected current is still severely polluted by the impedance coupling interactions
between the inverters and the grid. In case II, the distortion rate of the grid-connected current ig is
3.38%, the resonance point is near the 39th harmonic (1950 Hz), and the resonance peak is 1.51 A.
Due to the sufficient resistive damping introduced to the impedance network, the system can operate
stably. Therefore, case II can effectively improve the power quality of the grid-connected current and
suppress the oscillation of the paralleled multi-inverter system.

Figure 12. Simulation waveforms of point of common coupling (PCC) voltage uPCC and grid-connected
current ig in case I during reference current transient (two parallel inverters). (a) PCC voltage uPCC;
(b) grid-connected current ig; (c) grid-connected current ig (before); (d) spectrogram of grid-connected
current ig (before); (e) grid-connected current ig (after); (f) spectrogram of grid-connected current
ig (after).
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Figure 13. Simulation waveforms of PCC voltage uPCC and the grid-connected current ig in case II
during reference current transient (two parallel inverters). (a) PCC voltage uPCC; (b) grid-connected
current ig; (c) grid-connected current ig (before); (d) spectrogram of grid-connected current ig (before);
(e) grid-connected current ig (after); (f) spectrogram of grid-connected current ig (after).

Table 4. Simulation results of grid-connected current with seven parallel inverters.

Number Case THD Resonance Point and Resonance Peak

7
I (unstable) (unstable)
II 3.38% 39th harmonic 1.51 A
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0

-100

-200
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200
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seven parallel inverters

(b)

unstable

Figure 14. Simulation waveforms of PCC voltage uPCC and the grid-connected current ig in case I
(seven parallel inverters). (a) PCC voltage uPCC; (b) grid-connected current ig.
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Figure 15. Simulation waveforms of PCC voltage uPCC and the grid-connected current ig in case II
(seven parallel inverters). (a) PCC voltage uPCC; (b) grid-connected current ig; (c) spectrogram of
grid-connected current ig.

6. Experimental Verification

To verify the validity of simulation analysis, a hardware-in-the-loop experimental platform
based on a real controller TMS320F2812 digital signal processor (DSP) (Texas Instruments, Inc, Dallas,
TX, USA) and a real-time laboratory (RT-LAB) (Opal-RT Technologies, Montreal, QC, Canada) was
built [26], as shown in Figure 16a. The system parameters are shown in Table 2. The hardware-in-
the-loop experimental platform mainly includes an RT-LAB simulator OP5700 (Opal-RT Technologies,
Montreal, QC, Canada), real controllers of grid-connected inverters, a host computer as a real-time
control interface, and an oscilloscope, as shown in Figure 16b. The main circuit model of the
system was established in the host computer, which was loaded to the OP5700. When the model
was running, the OP5700 sent the analog signals (voltages and currents) to the real controllers through
the input/output (I/O) ports in real time. After data processing, the real controllers transmitted the
digital control signals (pulses) to OP5700 through the I/O ports in real time. The data interacted in real
time during the simulation process to ensure the normal operation of the system. The measurement
information during the simulation were converted into analog signals through the I/O ports, which
could be observed on the oscilloscope.

Figure 16. Experimental platform for paralleled multi-inverter system based on hardware-in-loop
simulation. (a) Whole; (b) Structure.
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When two inverters operated in parallel, as in case I and case II, the RMS values of reference for
the grid-side inductor current irefm for each grid-connected inverter increased from 18.75 A to 37.5 A at
0.405 s. Therefore, the RMS of reference grid-connected current igref increased from 37.5 A to 75 A for
two parallel inverters. The transient experimental waveforms and spectrograms in case I and case II
are depicted in Figures 17 and 18. Experimental results of the grid-connected current with two parallel
inverters are shown in Table 5. Before the reference current surged in Figure 17b, the distortion rate of
the grid-connected current ig was 7.01%, the resonance point was near the 25th harmonic (1250 Hz),
and the resonance peak was 2.66 A. After the reference current suddenly increased in Figure 17c,
the distortion rate of the grid-connected current ig decreased to 4.22%, the resonance point was still
near the 25th harmonic (1250 Hz), and the resonance peak value was 2.89 A. Thus, the grid-connected
current apparently contained high-frequency ripples, and it is obvious that the major harmonics are
25th harmonics.

Before the reference current surged in Figure 18b, the distortion rate of the grid-connected
current ig was 4.82%, the resonance point was near the 39th harmonic (1950 Hz), and the resonance
peak was 2.06 A. After the reference current suddenly increased in Figure 18c, the distortion rate of
grid-connected current ig decreased to 2.79%, the resonance point was still near the 39th harmonic
(1950 Hz), and the resonance peak value was 2.04 A. Meanwhile, the power quality of grid-connected
current can be significantly improved, and the resonance phenomenon has obviously decreased.
Therefore, the distortion rate was smaller after the reference current surge in the same case. Moreover,
before and after the reference current surged, the distortion rate in case II was less than case I.

Table 5. Experimental results of the grid-connected current with two parallel inverters.

Number Case
Before Reference Current Transient After Reference Current Transient

THD
Resonance Point and

Resonance Peak
THD

Resonance Point
and Resonance Peak

2
I 7.01% 25th harmonic 2.66 A 4.22% 25th harmonic 2.89 A
II 4.82% 39th harmonic 2.06 A 2.79% 39th harmonic 2.04 A

 

Figure 17. Experimental waveforms of PCC voltage uPCC and grid-connected current ig in case I during
reference current transient (two parallel inverters). (a) PCC voltage uPCC and grid-connected current ig;
(b) grid-connected current ig and spectrogram (before); (c) grid-connected current ig and spectrogram
(after).

305



Energies 2018, 11, 3441

 

 
Figure 18. Experimental waveforms of PCC voltage uPCC and grid-connected current ig in case II
during reference current transient (two parallel inverters). (a) PCC voltage uPCC and grid-connected
current ig; (b) grid-connected current ig and spectrogram (before); (c) grid-connected current ig and
spectrogram (after).

When seven inverters operate in parallel in cases I and case II, the RMS of the reference grid-side
inductor current irefm for each grid-connected inverter was 10.71 A. Therefore, the RMS of the reference
grid-connected current igref was 75 A for the seven parallel inverters. The experimental waveforms
and spectrograms in cases I and case II are shown in Figures 19 and 20. The experimental results of
the grid-connected current with the seven parallel inverters are shown in Table 6. As can be seen in
Figure 19, the system is in an unstable state. The resonance phenomenon is obvious. The reason is that
the high-frequency harmonic current frequency is equal to or close to the parallel resonance frequency
of self-impedance, resulting in a parallel resonance or quasi-resonance of the impedance network.
The grid-connected current is still severely polluted by the impedance coupling interactions between
the inverters and the grid. From Figure 20, it can be seen that the distortion rate of the grid-connected
current ig is 4.36%, the resonance point is near the 39th harmonic (1950 Hz), and the resonance peak
is 2.99 A. Due to the sufficient resistive damping introduced to the impedance network, the system
can operate stably. Therefore, case II can effectively improve the power quality of the grid-connected
current and suppress the oscillation of the paralleled multi-inverter system.

Table 6. Experimental results of the grid-connected current with seven parallel inverters.

Number Case THD Resonance Point and Resonance Peak

7
I (unstable) (unstable)
II 4.36% 39th harmonic 2.99 A
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Figure 19. Experimental waveforms of PCC voltage uPCC and the grid-connected current ig in case I
(seven parallel inverters).

Figure 20. Experimental waveforms of PCC voltage uPCC and the grid-connected current ig in case
II (seven parallel inverters). (a) PCC voltage uPCC and grid-connected current ig; (b) grid-connected
current ig and spectrogram.

7. Conclusions

In this paper, the oscillation suppression method by two notch filters is proposed to realize the
virtual impedances and increase the whole system damping. The implementation form of the virtual
impedances is presented by the proposed PCC voltage feedforward and grid-side inductor current
feedback with two notch filters. The feedforward path of PCC voltage with the notch filter equals
to a virtual impedance in parallel with inverter output impedance, which is designed to show low
impedance at the harmonic oscillation frequency. By doing so, most high-frequency harmonic current
will flow into the parallel virtual impedance branch, and it effectively suppresses the oscillation.
Meanwhile, the feedback path of the grid-side inductor current with the notch filter is equivalent
to a virtual impedance in series with inverter output impedance, which is designed to display low
impedance at the fundamental frequency. This way, most of the fundamental frequency current flows
into the grid branch with relatively low impedance. In addition, it improves the power quality of the
grid-connected current. Finally, simulation and experimental results are provided to verify the validity
of proposed control method.
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Abstract: Conventional photovoltaic (PV) systems interfaced by grid-connected inverters fail to
support the grid and participate in frequency regulation. Furthermore, reduced system inertia as a
result of the integration of conventional PV systems may lead to an increased frequency deviation
of the grid for contingencies. In this paper, a grid-supporting PV system, which can provide inertia
and participate in frequency regulation through virtual synchronous generator (VSG) technology
and an energy storage unit, is proposed. The function of supporting the grid is implemented
in a practical PV system through using the presented control scheme and topology. Compared
with the conventional PV system, the grid-supporting PV system, behaving as an inertial voltage
source like synchronous generators, has the capability of participating in frequency regulation
and providing inertia. Moreover, the proposed PV system can mitigate autonomously the power
imbalance between generation and consumption, filter the PV power, and operate without the
phase-locked loop after initial synchronization. Performance analysis is conducted and the stability
constraint is theoretically formulated. The novel PV system is validated on a modified CIGRE
benchmark under different cases, being compared with the conventional PV system. The verifications
demonstrate the grid support functions of the proposed PV system.

Keywords: coordination control; energy storage; grid support function; inertia; photovoltaic; virtual
synchronous generator

1. Introduction

This paper proposes a grid-supporting photovoltaic system, including implementation and
performance analysis. In this section, the background, literature review, formulation of the problem
of interest for this investigation, scope and contribution of this study, and organization of the paper
are presented.

1.1. Background and Significance

Synchronous generators (SGs), which take responsibility for frequency regulation in electric
power systems (EPS), operate as inertial voltage sources, providing the inertia to slow down
frequency dynamics and moderate the power imbalance between generation and consumption in
an autonomous fashion. Driven by issues such as potential exhaustion of conventional fossil fuel
based energies (e.g., coal, oil, and natural gas) and increasing environmental concerns, the quantity
of renewable energy sources (RES) integrated into EPS is escalating [1,2]. In consequence, SGs are
gradually being replaced by inverters with high penetration of RES.

Among RES, solar energy via photovoltaic (PV) systems is one of the most promising, and has
largely penetrated the global energy market [3,4]. A decrease of investment costs, technological
development, and governmental support has led to the significant increase in PV systems that has
been seen in recent years, and there is still significant need for growth [1,5].
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However, grid-connected inverters are controlled as current sources with phase-locked loops
(PLL) in conventional PV systems [6], which turns conventional PV systems into power injectors and
grid-following units [7,8]. As power injectors, conventional PV systems inject the power extracted
from the PV array to EPS without the capability to mitigate the power imbalance between generation
and consumption. Meanwhile, conventional PV systems, as grid-following units, provide little of the
inertia that plays an essential role in short-term system stability [9], thus the increasing penetration of
PV generators reduces the inertia of EPS, which exacerbates the system’s stability [9–11]. Therefore,
implementing the function of a supporting grid in PV systems, which offers inertia and participates in
frequency regulation, is significantly beneficial to the stability enhancement of EPS.

1.2. Formulation of the Problem of Interest for This Study

Existing research mainly concentrates on the realization of a virtual synchronous generator
(VSG) and the improvement of the performance of inverters that are assumed to be supplied by stiff
DC voltage sources. However, rare attention has been paid to the realization of a VSG in practical
PV systems. It is a challenge to introduce inertia, the indispensable property for VSGs, into an inverter
only powered by a PV system. To enable the inverter to emulate the inertia of SGs, an energy buffer,
whose function is identical to a rotor for kinetic energy, needs to be installed at the dc link of the inverter.

The main objective of this paper is therefore to equip PV systems with the function of supporting
the grid through emulating SG characteristics, then analyze the performance, formulate the stability
constraint, and corroborate the implemented function with numerical experiments.

1.3. Literature Review

Virtual synchronous generator (VSG) technology, which controls inverters to mimic the
characteristics of SGs to provide inertia and participate in the frequency regulation of EPS, emerged in
response to issues addressed in Section 1.2 [12–15]. The core of VSG technology is to present the various
energy sources interfaced to the grid through power electronic converters as SGs [16]. Researches
on VSGs in References [12–15] are devoted to realizing the basic function of emulating inertia using
converters. Recently, VSG research focus towards developing novel control strategies, and improving
the performance of these strategies from the point-of-view of enhanced dynamics, stability, and so on.
Compared with the method investigated in Reference [14], the filter inductance of the synchronverter
studied in Reference [17] is virtually increased to improve the stability. In the early Ise lab’s topology
presented in Reference [15], active power oscillation becomes one of the major concerns during the
emulation of inertia [18]. In Reference [18], an alternating moment of inertia is proposed to suppress
such oscillation. Furthermore, the self-adaptive inertia and damping approach is presented to improve
the dynamics in Reference [19]. To smooth transitions and reduce frequency excursions, a particle
swarm optimization technique was developed in Reference [20], a self-tuning VSG was investigated in
Reference [21] and an auxiliary loop is proposed to adjust the dynamic response speed through correct
the damping in Reference [22].

In References [14,23], inverters that mimic SGs were studied with an assumption that inverters
are supplied by stiff DC voltage sources, but inverters only energized by PV systems cannot
satisfy this assumption. In Reference [24], a VSG was realized by a battery/ultracapacitor hybrid
ES system, but the inverters based on RES were not competent in emulating the characteristics of SGs.
In References [15,25], it is pointed out that energy storage (ES) should be installed to emulate the
kinetic energy stored in the rotating rotors of SGs, but the detailed system topology is not considered,
nor is the control strategy coordinating ES and the renewable energy generator. In References [26,27],
ES is applied to a PV system to smooth power fluctuation, and this system possesses no characteristics
of SGs. In Reference [28], a battery is used as the backup for a PV inverter that employs only PQ
control or droop control, causing the inverter to operate unlike SGs.
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1.4. Scope and Contribution of This Study

Motivated by the above observations, this paper presents a novel grid-supporting PV system,
achieving emulation of SG characteristics. Consequently, the grid-supporting PV system,
behaving as SGs, contributes to supporting the grid by autonomously mitigating the power imbalance
between generation and consumption, and slowing down frequency dynamics with virtual inertia.
Accordingly, the proposed grid-supporting PV system is superior to the conventional PV system,
while the conventional PV system cannot moderate the deficits and surplus of power in the grid,
and is unable to provide inertia.

1.5. Organization of the Paper

The content of this paper is organized as follows: Section 2 introduces the topology and
control scheme. In Section 3, performance analysis is conducted, and the stability constraint is obtained
through the established small-signal model. Results of case studies conducted on a modified CIGRE
LV network benchmark are presented and discussed in Section 4. Section 5 draws the conclusions of
this paper and discusses future research directions.

2. Topology and Control Scheme

Figure 1 shows the topology and control scheme of the grid-supporting PV system. In order to
mimic the kinetic energy stored in the rotating rotors of SGs, an energy storage (ES) unit equipped
with a bidirectional DC-DC converter was installed in the conventional PV system. Accordingly,
the hardware consists of an ES unit, a bidirectional DC-DC converter, an inverter, and a PV array.
The PV array was tied directly to the dc link, sharing the same dc bus with the DC-DC converter and
the inverter. A buck/boost converter is adopted in this paper.
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Figure 1. Topology and control scheme of the grid-supporting PV system.

As Figure 1 depicts, the overall control scheme of the grid-supporting PV system comprises
three strategies: DC-DC control, VSG control, and coordination control. The coordination control is
designed to attune the system with two tasks: (1) One is to ascertain the value of the dc link voltage
reference Udc_ref, utilizing a maximum power point tracking (MPPT) algorithm to draw maximum
power from the PV array. Udc_ref is provided for DC-DC control, which performs the regulation of dc
link voltage udc. (2) Another is to constrain the state of charge (SOC) of the ES unit through regulating
the inverter active power reference Pref, which capacitates the buck/boost to control udc for the inverter
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emulating SGs. Pref is delivered to the VSG control that drives the inverter to emulate the characteristics
of SGs.

The conventional PV system is only energized by PV input, and its interface inverter is controlled
by a voltage-oriented control method, with an outer dc link voltage control loop and an inner current
control loop [29]. As shown in Figure 1, the proposed grid-supporting PV system however, is energized
by a PV array and ES unit, and the interface inverter is driven by the VSG control. Benefiting from
the topology and control scheme, which are different from those of the conventional PV system,
the grid-supporting PV system is able to provide inertia and participate in frequency regulation as SGs.

2.1. Coordination Control

To behave as an energy buffer like a rotating rotor, the ES unit must have not only energy to release,
but also capacity to store absorbed energy. Therefore, the SOC of the ES unit must be kept within a
proper range. Meanwhile, it is necessary to constrain the SOC to control the dc link voltage udc, so that
the ES unit can release energy when udc falls, and store the absorbed energy when udc rises.

To constrain the SOC, the exchanged power PES (positive for discharge and negative for charge)
between the ES unit and the dc link must be regulated. However, PES cannot be directly controlled by
the buck/boost converter, which is resulted from that the DC-DC control performs the regulation of udc.

According to the law of conservation of energy, the following equation is obtained when the
energy change of the capacitor at the dc link is ignored:

PES + Ppv = Pe (1)

where Ppv is the power generated by the PV array, and Pe is the output active power of the inverter in
the system.

Since the PV array operates at the maximum power point, Ppv in Equation (1) fails to adjust.
Thus, regulating Pe is the only way to control PES. Due to the emulated SG characteristics of
the inverter, Pe can be controlled with coordination control through regulating the inverter active power
reference Pref. To track the exchanged power reference PES_ref, a proportional-integral (PI) regulator,
whose input is the error between PES_ref and PES, is used for generating Pref. Then, Pref can be
expressed as

Pre f = GPI(s)
(

PES_re f − PES

)
(2)

where GPI(s) = Kp + Ki/s is the transfer function of the PI regulator, Kp and Ki are the proportional
coefficient and integral coefficient of the PI regulator, respectively, and s is the Laplace operator.

The relationship of exchanged power reference PES_ref with respect to the SOC is designed as
shown in Figure 2, where SOCM is the mean of lower limit SOCL and higher limit SOCH, and P0 is the
absolute value of the charge power and the discharge power. The ES unit starts charging once the SOC
is less than SOCL, and discharging when the SOC is more than SOCH. Both charging and discharging
are terminated when the SOC reaches SOCM. Applying the curve shown in Figure 2 to specify PES_ref,
frequent operations of charge/discharge near SOCL/SOCH can be avoided by the coordination control.
As the charge power and the discharge power of the ES unit depend on P0, the rated power of the
inverter and the charge-discharge rate (C-rate) of the ES unit need to be taken into account when
determining P0. First, the charge power and the discharge power of the ES unit should not be more
than the rated power of the inverter to protect the inverter from over-current. Second, P0 should ensure
the charge current and the discharge current do not exceed the maximum C-rate so that the cycling life
and the capacity of the ES unit are not significantly affected.

The dc link voltage reference Udc_ref is generally equal to UMPP, which is calculated by a maximum
power point tracking (MPPT) algorithm, to ensure that the PV array operates at the point where it can
output maximum power. Incremental Conductance [30,31], a classical MPPT algorithm, is employed
in this paper.
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Figure 2. Relationship between exchanged power reference and SOC.

2.2. VSG Control

The VSG control aims to equip the inverter with the characteristics of a SG so that the inverter is
capable of behaving like the SG. To realize the inverter emulating the characteristics of the SG, there are
three sub-processes to implement during one carrier cycle, as illustrated in Figure 1. The voltages of
the filter capacitors, ua, ub and uc, are measured in real time, and virtualize the phase terminal voltages
of the stator windings and serve as the input variables of a SG model. Through solving the model,
the stator currents of the SG, ia_ref, ib_ref, and ic_ref, are obtained as the reference currents for the inverter.
To complete the emulation of the SG characteristics, the inverter output currents should be driven
to track the reference currents. Thus, proportional-integral (PI) regulators in the rotating frame are
employed to control the inverter.

The SG model adopted in this work comprises third-order electrical equations and second-order
mechanical equations. The electrical equation set, which reproduces the stator circuit of the SG,
is given by

Ls
diabc_ref

dt
= eabc − uabc − Rsiabc_ref (3)

where uabc = [ua, ub, uc]T denotes the phase terminal voltages of the stator windings; Rs and
Ls are respectively the stator resistance and the stator inductance; iabc_ref = [ia_ref, ib_ref, ic_ref]T

represents the currents of the stator windings, which serve as reference currents for the
inverter; and eabc = [ea, eb, ec]T = E[sinθ, sin(θ − 2π/3), sin(θ + 2π/3)]T denotes the induced phase
electromotive forces in the stator windings.

The electromechanical characteristics of the SG, neglecting the mechanical losses and considering
the effect of damper windings, can be described as

2H
dω

dt
=

Pm

ω
− Pe

ω
− D(ω − ω0) (4)

dθ

dt
= ω (5)

where H is the inertia constant, Pm is the mechanical power, D is the damping coefficient, ω and ω0 are
the actual and the nominal angular frequency, respectively, and θ is the electrical rotation angle.

To emulate the droop characteristics of the primary frequency control (PFC) and primary voltage
control (PVC), Pm and E can be expressed as

Pm = Pre f + Kω(ω0 − ω) (6)

E = E0 + KQ(Qre f − Q) (7)

where Kω is the unit power regulation, E0 is the no-load electromotive force (EMF), Qref and Q are the
reference value and the actual value of the inverter output reactive power, respectively, and KQ is the
voltage droop coefficient.
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2.3. DC-DC Control

The objective of the DC-DC control is to keep the actual value of the dc link voltage udc equal to the
voltage reference Udc_ref provided by the MPPT algorithm of the coordination control. Regulating udc
to track udc_ref enables the PV array to operate at the maximum power point. The DC-DC control
strategy incorporates an outer voltage loop with an inner current loop, as depicted in Figure 1.
Through DC-DC control, a stiff dc link voltage, which is required to emulate the inertia, is provided
for the inverter.

The buck/boost converter works in BUCK mode and charges the ES unit to prevent udc from rising
when Ppv > Pe. Under the condition of Ppv < Pe, the buck/boost converter operates in BOOST mode
and discharges the ES unit to stop udc from dropping. This indicates that the ES unit behaves as an
energy buffer, emulating a rotating rotor through complementing the deficit, or absorbing the surplus,
of PV production.

3. Performance Analysis and Stability Constraint Formulation

In this section, a small signal per unit (pu) model that considers the Q-E droop control is
established. Utilizing the model, performance analysis is conducted, the impact of the Q-E droop
control on stability is investigated, and the stability constraint is obtained.

3.1. Small-Signal Modelling

Figure 3 depicts the equivalent circuit of the inverter when connected to the grid. In this figure,
δ is the power angle; Ug is the amplitude of the grid voltage; Rs + jXs is the virtual stator impedance
implemented by the VSG control; Rg + jXg is the grid impedance, which includes the line impedance;
and the grid-side filter impedance jωL2 and Pe + jQ is the apparent power measured for the
control scheme.

 

jXs Rs jXg Rg

Pe+jQ
E δ Ug 0

jωLs jωLg

virtual 
stator 

impedance
grid 

impedance

Figure 3. Equivalent circuit of the inverter when connected to the grid.

When Rs and Rg are neglected due to Xs � Rs and Xg � Rg, Pe and Q can be expressed according
to Figure 3 as follows:

Pe =
EUg

Xs + Xg
sin δ (8)

Q =
1(

Xs + Xg
)2

[
XgE2 − XsU2

g +
(
Xs − Xg

)
EUg cos δ

]
(9)

Linearizing Pe and Q with respect to E and δ, the deviations of Pe and Q are given by

ΔPe = kPδΔδ + kPEΔE (10)

ΔQ = kQδΔδ + kQEΔE (11)

where Δx (x = Pe, Q, E, and δ) represents the deviation of x, and

kPδ =
∂Pe

∂δ
=

EUg

Xs + Xg
cos δ (12)

kPE =
∂Pe

∂E
=

Ug

Xs + Xg
sin δ (13)
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kQδ =
∂Q
∂δ

=

(
Xg − Xs

)
EUg(

Xs + Xg
)2 sin δ (14)

kQE =
∂Q
∂E

=
1(

Xs + Xg
)2

[
2XgE +

(
Xs − Xg

)
Ug cos δ

]
(15)

The small signal model of the Q-E droop control described by Equation (7) is given by

ΔE = −KQΔQ (16)

Solving Equations (10), (11), and (16), ΔPe and ΔQ can be further derived as

ΔPe =
(
kpδ + ΔKS

)
Δδ = KSΔδ (17)

ΔE = − KQkQδ

1 + KQkQE
Δδ = KδEΔδ (18)

ΔKS = − KQkPEkQδ

1 + KQkQE
(19)

Normalizing and linearizing Equations (4) and (5) yields [32]

dΔω

dt
=

1
2H

[ΔPm − ΔPe − DΔω] (20)

dΔδ

dt
=

dΔθ

dt
− ω0 = ω0Δω (21)

where Δω is the angular frequency deviation, ΔPm is the deviation of Pm, D is the damping coefficient,
H is the inertia constant in seconds, and ω0 is the nominal angular frequency in rad/s.

The incremental Equations of (1), (2) and (6) are

ΔPpv + ΔPES = ΔPe (22)

ΔPre f = GPI(s)
(

ΔPES_re f − ΔPES

)
(23)

ΔPm = ΔPre f − KωΔω (24)

By combining Equations (17)–(24), the small-signal model considering the Q-E droop control is
established in Figure 4, and Δω is correspondingly derived as Equation (25).

Δω = G(s)
(

ΔPES_re f + ΔPpv

)
(25)

where the transfer function G(s) is given by

G(s) =

(
Kps + Ki

)
s

2Hs3 + (D + Kω)s2 + ω0KS
(
Kp + 1

)
s + ω0KSKi

(26)

 

GPI(s) 1/(2Hs) ω0/s

KS

KS

D+Kω

Δω Δδ 

ΔPES_ref

ΔPref
ΔPe

ΔPe

ΔPpv KδE
ΔE 

Figure 4. Small signal model of the grid-supporting PV system.
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The expected performance of the grid-supporting PV system can be achieved if H, D + Kω, Kp,
and Ki are properly selected in such a way that the poles of Equation (26) are located at desired locations.

3.2. Performance Analysis

The root loci family of the proposed PV system is shown in Figure 5a, where 2H = 1 s, 3 s, and 15 s,
and D + Kω changes from 10 pu to 200 pu. It is clear that H plays an important role in determining the
settling time of the proposed PV system. As D + Kω increases, the damping of the system rises and
the stability is improved.
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Figure 5. Family of root loci for variations of: (a) H and D + Kω ; (b) Kp and Ki; (c) KS.
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Figure 5b depicts the root loci family considering variations of Ki from 0.1 pu to 50 pu,
and Kp = 0.3 pu, 1.1 pu, and 2 pu. As Figure 5b shows, the damping drops, the overshoot rises,
and the undamped natural frequency increases when Kp becomes larger. The damped frequency and
the stability margin mainly depend on Ki. Instability may happen with an excessively large value of Ki.
To ensure the stability of the system, it is necessary to formulate the constraint explicitly on H, D + Kω ,
Kp, and Ki to guide the tuning of parameters.

Figure 5c depicts the root locus where KS varies from 0.5 pu to 2 pu. Among the three poles
depicted in the plane, s3 is the real root and its position depends on Kp and Ki. As KS increases,
the conjugate complex roots s1 and s2 evolve in the direction of the arrows. A larger KS increases the
real parts of s1 and s2, which improves the stability.

3.3. Impact of Q-E Droop Control on Stability

As Figure 5c illustrates, KS is a factor that affects the stability of the grid-supporting PV system.
According to Equation (17), Ks consists of two parts, kPδ and ΔKS. It is indicated in Equation (19)
that ΔKS is related to the coefficient KQ of the Q-E droop control and embodies the impact of the Q-E
droop control on the stability. When the Q-E droop control is invalidated (i.e., KQ = 0) and only P-ω is
considered, ΔKS vanishes identically, and KS in Equation (17) is equal to kPδ.

By substituting Equations (13)–(15) into Equation (19), ΔKS can be obtained as Equation (27),
where r = Xg/XS. On the condition that the Q-E droop control works, KQ is set to be a positive number.
The power angle δ lies in the range from 0◦ to 90◦, and E is generally larger than Ug. Thus, kPδ, kPE,
and kQE are all positive. Accordingly, the curve of ΔKS with respect to the ratio Xg/XS is shown in
Figure 6.

ΔKS
r=Xg/XS

= KQ · 1 − r
1 + r

· EU2
g sin2 δ

X2
S(1 + r)2 + KQXS

[
r
(
2E − Ug cos δ

)
+ Ug cos δ

] (27)

10 Xg/Xs

ΔKS

Figure 6. Curve of ΔKS with respect to the ratio Xg/XS.

As Figure 6 illustrates, ΔKS is positive if the ratio Xg/XS is less than 1, while ΔKS is negative if
the ratio Xg/XS is greater than 1. Accordingly, KS is greater than kPδ under the condition of Xg < XS,
which means the Q-E droop control improves the stability, since a larger KS improves the stability.
Conversely, KS is less than kPδ when Xg > XS, which indicates that the Q-E droop control worsens
the stability in the weak grid. Besides, KS is zero in the case of Xg = XS, implying that the Q-E droop
control has no effect on the stability.

3.4. Stability Constraint Formulation

The closed-loop system of Equation (26) is a third-order linear time-invariant. To analyze the
stability, the Routh–Hurwitz stability criterion is used. The system characteristic equation is obtained
from Equation (26) as

D(s) = a0s3 + a1s2 + a2s + a3 = 0 (28)
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where a0 = 2H, a1 = D + Kω, a2 = ω0KS(Kp + 1), and a3 = ω0KSKi.
Through applying the Routh–Hurwitz stability criterion to Equation (28), the system stability

discriminant is yielded as {
ai > 0, i = 0, 1, . . . , 3
a1a2 − a0a3 > 0

(29)

Since H, D + Kω, Kp, and Ki are positive real numbers, the discriminant can be simplified as{
KS > 0
a1a2 − a0a3 > 0

(30)

Substituting ai into Equation (30) gives{
KS > 0
D+Kω

2H > Ki
Kp+1

(31)

Equation (31) presents the stability constraint for the grid-supporting PV system, which H, D + Kω ,
Kp, Ki, and KS must satisfy to guarantee the stability of the system.

4. Results and Discussion

The proposed grid-supporting PV system was verified on the CIGRE benchmark of the European
LV distribution network elaborated in Reference [33]. The topology of the benchmark is shown in
Figure 7, and the line parameters of the benchmark are given in Table 1. All loads were configured to
be balanced for simplicity. The apparent power and power factor (PF) of the loads are described in
Figure 7. The 20 kV medium voltage grid in this benchmark was equated with a SG system with inertia
constant of H = 9 s [32]. The PFC of the SG system reacts in 5 s when there is a frequency deviation,
and the speed regulation of the PFC is 3.33%. Six cases were considered when disturbances occur,
as listed in Table 2.
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Figure 7. Modified benchmark of the European LV distribution network.
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Table 1. Line parameters of the benchmark.

Node (From–To) Length (m) Resistance (mΩ) Inductance (μH)

R1–R2 35 10.045 18.6052
R2–R3 35 10.045 18.6052
R3–R4 35 10.045 18.6052
R4–R6 70 20.09 37.2104
R6–R9 105 31.135 55.8156

R9–R10 35 10.045 18.6052
R4–R15 135 155.52 196.811
R6–R16 30 34.56 43.7358
R9–R17 30 34.56 43.7358

R10–R18 30 34.56 43.7358
Transformer - 3.2 40.7437

Table 2. Cases Description.

Case Disturbance DG1–DG3

A
Sudden Load Variation

Conventional PV System
B Proposed PV System

C
Short Circuit Fault

Conventional PV System
D Proposed PV System

E Step of Solar Irradiance Conventional PV System
F Proposed PV System

Case A and Case B considered sudden load variation by switching a load of 25 kW in R11 at 2 s.
Case C and Case D considered a three-phase short circuit fault occurring at 2 s, the fault in each case
was located at R17 and was cleared at 3 s. A step of solar irradiance from 1000 W/m2 to 1050 W/m2

was exerted on the PV array of DG3 at 2 s in Case E and Case F. After the disturbance occurred at 2 s in
each case, the PFC was activated in 5 s; that is, at 7 s.

In Case A, Case C, and Case E, three conventional single-stage PV systems were applied to
the benchmark as DG1−DG3. In comparison with the conventional PV system, three proposed
grid-supporting PV systems, with parameters listed in Table 3, were connected to the feeder as
DG1−DG3 in Case B, Case D, and Case F, and each ES unit was comprised of 25 Powersonic PS-121100
batteries in series. The SOC of each ES unit was set to 50%, which leads to PES_ref = 0.

Table 3. Inverter Parameters of the Proposed PV System.

Meaning, Symbol, and Unit No.1 No.2 No.3

Rated Power Sn (kVA) 20 20 50
Nominal frequency fn (Hz) 50

Nominal voltage Vn (V) 380
Carrier frequency fc (kHz) 10

Filter values
L1 (mH) 1.2 1.2 0.72
C (μF) 20 20 50

L2 (mH) 0.8 0.8 0.18

Current loop controller gains Kcp (pu) 2
Kci (pu) 1500

Kp (pu) 0.05
Ki (pu) 0.3

Parameter values of SG model

2H (s) 10 14 10
D (pu) 30 40 40
Rs (pu) 0.08
Ls (pu) 0.8

No-load EMF E0 (pu) 1.22

Droop gains Kω (pu) 20 10 30
KQ (pu) 0
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To verify the functions of smoothing the power and tracking the maximum power point of the
conventional PV system and the proposed grid-supporting PV system, solar irradiance steps were
used in Case E and Case F to provide the most severe condition, although there is little possibility that
the solar irradiance step would occur in a real case.

4.1. Case A: Sudden Load Variation—Conventional PV System

Figure 8a gives the resultant frequency of the grid, DG1, DG2, and DG3, respectively.
All frequencies decrease consistently between 2 s and 5 s. With the phase-lock loop, the conventional
PV system tracks the grid frequency (i.e., the LV distribution network frequency), but fails to provide
the inertia due to operating as a grid-following unit. As depicted in Figure 8b, the output power
of the conventional PV system injects power into the LV distribution network without change after
the load variation, and thus is incapable of mitigating the power imbalance between generation and
consumption. Figure 8c illustrates the dc link voltages, which are always regulated by the inverter of
the conventional PV systems to perform MPPT.
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Figure 8. Responses to sudden load variation when conventional PV systems are applied as DG1–DG3:
(a) Frequency response; (b) output active power; (c) dc link voltage of the inverter.

4.2. Case B: Sudden Load Variation—Proposed PV System

Figure 9 presents the responses when three proposed PV systems are integrated into the LV
distribution network as DG1−DG3. As depicted in Figure 9a, all frequencies decrease between
2 s and 5 s, with a smaller rate of change of frequency (ROCOF) and higher frequency nadir when
compared with Figure 8a of Case A. Through emulating the inertia of SGs, the proposed PV system is
able to slow down frequency response and allow decent time for frequency control. Figure 9b shows
that the proposed PV system mitigates the power imbalance between generation and consumption
by increasing the output active power Pe autonomously, and thus supports the grid, mimicking
the SG. Figure 9c plots the dc link voltage of the interface inverter, which is maintained at UMPP by
the buck/boost converter with the ES unit, even if there is an imbalance between Ppv and Pe. It is
demonstrated that a stiff dc link voltage can be provided in the proposed PV system for the inverter to
emulate the inertia. Figure 9d illustrates the exchanged power PES between the ES unit and the dc link.
After the sudden load variation, the incremental of PES is consistent with that of Pe shown in Figure 9b.
It is indicated that the ES unit balances the power between the PV array and the inverter, which
emulates the behavior of a rotating rotor releasing kinetic energy when it’s frequency drops. After PFC
activation, the exchanged power PES, regulated by coordination control, gradually converges to PES_ref
to constrain the SOC.
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Figure 9. Responses to sudden load variation when the proposed PV systems are applied as DG1–DG3:
(a) Frequency response; (b) output active power; (c) dc link voltage of the inverter; (d) exchanged
power between the ES unit and dc link.

4.3. Case C: Short Circuit Fault—Conventional PV System

As Figure 10a depicts, the grid frequency, which is tracked by the conventional PV system,
decreases until the fault is cleared and reaches the nadir of 49.82 Hz at 3 s. However, after the clearance
of the fault, frequencies of the grid, DG1, DG2, and DG3 hardly change until the PFC is activated at 5 s.
This shows that the conventional PV system fails to participate in frequency regulation. As Figure 10b
depicts, the power imbalance resulting from the fault is counteracted only by the grid, while the
conventional PV system is incapable of responding to the power imbalance, and outputs power
without change after the fault occurs. The dc link voltage, illustrated in Figure 10c, is regulated during
the fault to draw maximum power from the PV array.
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Figure 10. Responses to a short circuit fault when conventional PV systems are applied as DG1–DG3:
(a) Frequency response; (b) output active power; (c) dc link voltage of the inverter.
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4.4. Case D: Short Circuit Fault—Proposed PV System

System responses to a three-phase short circuit fault, where three proposed PV systems are
integrated as DG1−DG3, are studied in this case, and given in Figure 11.
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Figure 11. Responses to a short circuit fault when the proposed PV systems are applied as DG1–DG3:
(a) Frequency response; (b) output active power; (c) dc link voltage of the inverter; (d) exchanged
power between the ES unit and dc link.

The grid frequency, as shown in Figure 11a, decreases from the normal value of 50 Hz to the nadir
of 49.87 Hz lasting from 2 s to 3 s. In comparison with Case C, a smaller ROCOF and slighter frequency
deviation are caused by the fault in this case. It is perceived in Figure 11a that the grid frequency
is regulated by the proposed PV system in the absence of PFC action during 3–7 s. As depicted in
Figure 11b, the proposed PV system increases its output active power and moderates the power
imbalance, while the conventional PV system fails to implement this function, as shown in Figure 10b.

Figure 11c illustrates the dc link voltage of the proposed PV system, which indicates that the
proposed PV system is able to provide a stiff dc link voltage to emulate the inertia and perform MPPT.
As depicted in Figure 11d, the incremental of PES is consistent with that of Pe shown in Figure 11b,
verifying that the ES unit balances the power between the PV array and the inverter, which emulates
the behavior of a rotor releasing kinetic energy when it’s frequency declines.

4.5. Case E: Step of Solar Irradiance—Conventional PV System

As Figure 12a shows, the step of solar irradiance exerted on the PV array of DG 3 causes a sudden
change of the power generated from the PV array in DG3. The dc link voltage of the inverter in
DG 3 increases, as depicted in Figure 12b, to track UMPP specified by the MPPT algorithm in the
coordination control. Due to the lack of an energy buffer in the conventional PV system, DG3 injects
the fluctuant PV power resulting from the solar irradiance step into the LV distribution network,
and the output active power rises suddenly, as shown in Figure 12c. Figure 12d shows that the grid
frequency deviates after the solar irradiance step until the PFC is activated.
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Figure 12. Responses to a step of solar irradiance when conventional PV systems are applied as
DG1~DG3: (a) Power generated from the PV array; (b) dc link voltage of the inverter; (c) output active
power; (d) frequency response.

4.6. Case F: Step of Solar Irradiance—Proposed PV System

Responses to the step of solar irradiance exerted on DG3 are studied in Figure 13 when three
proposed PV systems are applied as DG1−DG3. After the solar irradiance steps, the power generated
from the PV array in DG3 rises suddenly, as shown in Figure 13a, and the dc link voltage of
DG3 increases to perform MPPT, as shown in Figure 13b. In comparison with Case E, the active
power that DG3 feeds to the LV distribution network is filtered and rises smoothly, as depicted in
Figure 13c, and the grid frequency deviates with a smaller ROCOF and lower zenith, as depicted
in Figure 13d. Figure 13e shows that the exchanged power PES between the ES unit and the dc link
decreases suddenly, and the ES unit of DG3 absorbs the surplus of PV production after the solar
irradiance steps. PES eventually returns to zero, tracking the reference PES_ref to constrain the SOC,
and the output active power Pe is finally equal to the power generated by the PV array Ppv.

It is demonstrated that the proposed PV system is able to smooth the power fed to the LV
distribution network, even if the power generated by the PV array fluctuates suddenly.

Combining with the results in Cases A–F, Table 4 shows the following advantageous features of
the proposed grid-supporting PV system as compared with the conventional PV system:

(1) The grid-supporting PV system, presenting as SGs from the point-of-view of the grid by
mimicking SG characteristics with VSG control, can support the grid through mitigating the
power imbalance between generation and consumption, and slowing down frequency dynamics
with virtual inertia.

(2) Through emulating the droop characteristics of PFC and PVC, the grid-supporting PV system
can participate in frequency regulation and voltage regulation.

(3) The proposed PV system has the functions of filtering the PV power and smoothing the power
fed to the grid, which leads to a reduced impact of PV fluctuation on the grid.

(4) The grid-supporting PV system synchronizes with the grid through mimicking the
synchronization mechanism of SGs, and thus the PLL, in which the delay may cause
instability [34], is discarded in the proposed PV system.
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Figure 13. Responses to a step of solar irradiance when the proposed PV systems are applied as
DG1–DG3: (a) Power generated from the PV array; (b) dc link voltage of the inverter; (c) output
active power; (d) frequency response; (e) exchanged power between the ES unit and dc link.

Table 4. Advantages of the proposed grid-supporting PV system as compared with the conventional
PV system.

Features Conventional PV System Proposed PV System

Emulating the characteristics of
SGs to support the grid × √

Primary frequency control and
primary voltage control × √

Smoothing the fluctuation of the
power fed to the grid × √

PLL-less operation after initial
synchronization × √

×: operating without the feature;
√

: operating with the feature.

5. Conclusions

A novel grid-supporting PV system, which operates as an inertia voltage source by emulating the
characteristics of SGs, is proposed in this paper.

To present the PV system as a SG from the point-of-view of the grid, both the topology and
the control scheme were investigated. An ES unit equipped with a bidirectional DC-DC converter
was installed, which can mimic the function of a rotating rotor for kinetic energy and buffer the
imbalance of the PV power. On the other hand, the coordination control, DC-DC control, and VSG
control were employed in the proposed system. The coordination control is able to constrain the SOC
of the ES unit and calculate the voltage at the maximum power point of the PV array. The DC-DC
control can perform the regulation of the dc link voltage to realize MPPT, and the VSG control is
capable of equipping the interface inverter with SG characteristics.

To guide the tuning of the parameters, the system performance was analyzed with the variation
parameter values. It was found that the inertia constant H plays an important role in determining the
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settling time, and that the system damping mainly depends on D + Kω. Furthermore, the stability
constraint was formulated as Equation (31), which should be satisfied to guarantee the stability of
the system.

Results of case studies conducted on the modified CIGRE LV network benchmark verify the
grid-supporting PV system. Compared with the conventional PV system, the grid-supporting PV
system is advantageous in the following areas:

(1) The VSG control and the ES unit capacitate the interface inverter of the proposed inverter to
mimic SG characteristics, slowing down frequency response with inertia, and moderating the
power imbalance between generation and consumption.

(2) The emulation of the droop characteristics of PFC and PVC capacitates the grid-supporting PV
system to contribute to frequency regulation and voltage regulation of EPS.

(3) In the conventional PV system, the power fed to the grid must be equal to the power generated
from the PV array. However, the installation of the ES unit in the grid-supporting PV system
spares this embarrassment. Through the installed ES unit and the control scheme, the function of
filtering the PV power and smoothing the PV system output power, which reduces the impact of
PV fluctuations on the grid, is implemented in the proposed grid-supporting PV system.

(4) With the VSG control, the interface inverter of the grid-supporting PV system mimics not only
the inertia and frequency damping of SGs, but also the synchronization mechanism of SGs.
Beneficially, the impact of the PLL on the stability is eliminated, which leads to the proposed PV
system being more compatible with EPS than the conventional PV system that employs the PLL.

The topology, the control scheme, and the stability constraint for parameters are presented in
this paper. In future, the method for optimizing the capacity of the ES unit under different conditions,
where the values of H, D, and Kω, and the capacity of the PV array vary, need to be obtained in order
to reduce costs. As the analysis indicates, the grid impedance has impacts on the stability of the system
with the Q-E droop control. How to reduce or avoid these impacts is also set as one of our future
research directions.
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The following abbreviations are used in this manuscript:

EMF Electromotive force
EPS Electric power systems
ES Energy storage
MPPT Maximum power point tracking
PFC Primary frequency control
PLL Phase-locked loops
PV Photovoltaic
PVC Primary voltage control
RES Renewable energy sources
ROCOF Rate of change of frequency
SG Synchronous generator
SOC State of charge
VSG Virtual synchronous generator

326



Energies 2018, 11, 3152

References

1. Pintér, G.; Baranyai, N.H.; Wiliams, A.; Zsiborács, H. Study of Photovoltaics and LED Energy Efficiency:
Case Study in Hungary. Energies 2018, 11, 790. [CrossRef]

2. Egwebe, A.M.; Fazeli, M.; Igic, P.; Holland, P.M. Implementation and stability study of dynamic droop in
islanded microgrids. IEEE Trans. Energy Convers. 2016, 31, 821–832. [CrossRef]

3. Zsiborács, H.; Baranyai, N.H.; András, V.; Háber, I.; Pintér, G. Economic and Technical Aspects of Flexible
Storage Photovoltaic Systems in Europe. Energies 2018, 11, 1445. [CrossRef]

4. Radwan, A.A.A.; Mohamed, Y.A.R.I. Power synchronization control for grid-connected current-source
inverter-based photovoltaic systems. IEEE Trans. Energy Convers. 2016, 31, 1023–1036. [CrossRef]
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Abstract: Virtual synchronous generators (VSGs) present attractive technical advantages and
contribute to enhanced system operation and reduced oscillation damping in dynamic systems.
Traditional VSGs often lack an interworking during power oscillation. In this paper, a coordinated
control strategy for multiple VSGs is proposed for mitigating power oscillation. Based on a theoretical
analysis of the parameter impact of VSGs, a coordinated approach considering uncertainty is
presented by utilizing polytopic linear differential inclusion (PLDI) and a D-stable model to enhance
the small-signal stability of system. Subsequently, the inertia and damping of multiple VSGs are
jointly exploited to reduce oscillation periods and overshoots during transient response. Simulation,
utilizing a two-area four-machine system and a typical microgrid test system, demonstrates the
benefits of the proposed strategy in enhancing operation stability and the anti-disturbing ability of
multiple VSGs. The results conclusively confirm the validity and applicability of the method.

Keywords: multiple VSGs; oscillation mitigation; coordinated control; small-signal and
transient stability

1. Introduction

The high penetration of renewable energy sources (RESs) reduces rotational inertia significantly
and hence lowers the frequency support and damping to a power system [1–3]. To address the
challenges, many scholars introduce a virtual synchronous generator (VSG) control strategy to
resemble the operation of the SG with its inertia behavior [4–6]. By introducing rotor motion equations,
a VSG-based converter integrates the inertia and damping functions in one single term [7]. Different
from traditional voltage control, this “synchronverter concept” controller enjoys a better frequency
response during a disturbance and provides voltage and frequency support in the weak grid. However,
the unsuitable parameters of controllers may deteriorate oscillation suppressing ability and reduce the
stability margin of a system when multiple VSGs operate in parallel [8].

Since the time-scale of converter controllers is inconsistent with the mechanical adjustment of
synchronous machines (SMs), the authors of [9–11] proved that the integration of converter-based
generators exerts little impact on the original electromagnetic oscillation mode (EOM) of a power
system. Though the collateral impact of RESs replacing SMs reduces the overall inertia, the small-signal
stability of the system improves, especially displacing SMs, thereby affecting the modes. However,
the VSG-based converters will be involved in the original electromagnetic oscillation mode due to
the implementation of rotor motion behavior [12]. Consequently, the small-signal stability of a power
system may be deteriorated if the parameters of the VSG are not coordinated with other SMs and VSGs.

On the other hand, as the VSG unit is not a real synchronous machine, the parameters can be
adaptively updated to operate faster and more stably during disturbances [13]. This characteristic
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provides outstanding flexible and convenient performances of VSGs in oscillation mitigation. Some
studies [14,15] have addressed this idea and designed a bang-bang control strategy according to
four intervals of the oscillation cycle. The inertial is set to be a big or small value when the product
of |dω/dt| and Δω is positive or negative, respectively [14]. However, this work lacks the detailed
design of the inertial parameters during each cycle and does not consider the damping factor. To
overcome this drawback, the authors of [15] introduce a parameter design method of rotor inertia
combined with damping factors. The thresholds of J and D are set, and |dω/dt| and Δω are multiplied
by two experiential coefficients to add as a correction term. However, this parameter design can still
be enriched to better suppress power oscillation.

Dealing with the power oscillation issue, this paper aims to contribute a coordinated control for
multiple VSGs. The novelty of this paper mainly focuses on the following:

(a) The mechanism of low-frequency oscillations caused by the interaction between VSGs and
SMs is quantitatively investigated. A coordinated method is then put forward to keep robustness and
damping under disturbances and uncertainty.

(b) The possibility of reducing intervals in one oscillation cycle is expounded. Subsequently,
an optimized issue is built to fulfill the coordinate-adaptive update of inertial and damping parameters
during transient disturbances.

The article is organized in the manner as follows. Section 2 theoretically presents the impact
of VSG parameters on the small-signal stability. Subsequently, the coordinated design method is
demonstrated for parameter optimization. Section 3 presents an advanced control strategy for multiple
VSGs in reducing oscillation periods. Section 4 is devoted to simulation analysis. Conclusions and
future works are summarized in Section 5.

2. Coordinated Parameters Optimization of Multiple VSGs for Small-Signal Stability Improvement

2.1. The Mechanism of Low-Frequency Oscillations Caused by VSGs and SMs

The impact of the VSG-based converters participating in the EOM of a system is investigated
quantitatively below using traditional small-signal analysis method. The derivation is given by
utilizing a simple two-machine system. Figure 1a is the control block of VSGs and Figure 1b is the
system network. In Figure 1b, VSG control is introduced to DG. Assume the phase angle of the load is
zero, the classical small-signal model of SG is expressed as:

JGω0
dΔω

dt
= −ΔPe − DGΔω − ΔPDG (1)

PL =
U1U2

ZL
cos δ. (2)

 

VSG-based inverter

DG

Synchronous generator
Load

Bus 1
Bus 2

δ∠U
∠U

ZL

PDG

Pe

 
(a) (b) 

Figure 1. Virtual synchronous generator (VSG) control block and two-machine infinite-bus system:
(a) the control block of VSG; (b) the two-machine infinite-bus system.

The linearized model of power balance equation with an initial state δ0 at Bus 1 meets:

ΔPL =
U1U2

ZL
cos δ0Δδ = ΔPe + ΔPDG. (3)
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As traditional inverters lack inertia, the VSG control algorithm shown in Figure 1a is introduced
to provide frequency and voltage support during power fluctuations. Combined with a ω − P droop
strategy, the model for a VSG under yields:{

dδ
dt = ω − ω0

Jdgω0
dω
dt = Pre f − PDG − (Kω + Ddg)(ω − ω0)

. (4)

Since traditional control of the DG is often working on a maximum power point tracking (MPPT)
state, the active power output does not vary with a small disturbance on the grid side, indicating
ΔPDG = 0 in Equation (1). When VSG control strategy is introduced, the output of the active power
responses as grid frequency varies. Combined with Equations (1), (3) and (4), the linearized model
with/without VSG control is expressed:{

JGω0
dΔω

dt + DGΔω + IΔδ = 0
(JG + Jdg)ω0

dΔω
dt + (DG + Kω + Ddg)Δω + IΔδ = 0

(5)

where I = [(U1U2)/ZL] cos δ0. For the original system, the eigenvalues and damping ratio are
calculated as:

p1,2 =
−D′

G ±
√

D′
G

2 − 4J ′Gω2
0 I

2J ′Gω0
(6)

ξ =
−D′

G
2

√
1

I J ′Gω0
. (7)

For VSG, D′
G = DG + Kω + Ddg, J ′G = JG + Jdg. The inertia and droop coefficient of the system

increase when VSG control is introduced. According to Equations (6) and (7), the damping ratio may
decrease, and the eigenvalues may move from left to right when the parameters of multiple VSGs and
SGs do not complement each other well. The unsuitable parameters of the system deteriorate stability
margin and increase angle instability risk, which is unfavorable to the grid power oscillation.

Figure 2 gives a simple example of two VSG controllers operating in parallel. The eigenvalues of
this simple system are calculated as the inertia and damping varies from their rated values to their
limitations. The results show that the coordinated design needs to be introduced for multiple VSGs to
obtain a better operational performance.
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Figure 2. Small-signal stability analysis results of two VSGs operating in parallel. (a) The network of
two VSG system, (b) The eigenvalues of system as the inertia varies, (c) The eigenvalues of system as
the damping varies.

2.2. Parameter Design Method for Multiple VSG in Improving Small-Signal Stability of System

Quite often, we want the system to operate with well-damped oscillations and keep robustness
under disturbances [16]. For this motivation, the D-stable region [17] is presented here to let the
eigenvalues of typical operating points lie in an area of secure operation. To enhance the damping ratio
and stability margin of the system, this region is used to define a criterion for the controller design.
Modes with higher damping behaviors stand on a complex plane shown in Figure 3. The performance
robustness constraints for the design methodology is presented as follows:

AQ + QAT + 2αQ < 0 (8)[
sin θ(ATQ + QA) cos θ(ATQ − QA)

cos θ(QA − QAT) sin θ(ATQ − QA)

]
< 0. (9)

 

θ

α
arccosθ ζ=

Figure 3. D-stable area.

The proof of this theorem can be found in [17]. As the output of renewable generation is stochastic,
the system under different operation states indicates the weak adaptability of the traditional certainty
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model. To guarantee the robustness of the converter and enhance dynamic response, a polytopic
linear differential inclusion model is presented here for better expressing uncertainty in RES. Instead
of precisely predicting system state in a period, the LDI only requires a motion-changed region of
the uncontrolled resource in time [18]. This advantage provides a possibility to apply a stochastic
forecast model to deal with the stability analysis with systematical prediction errors. According to its
mathematical definition, the system based on PLDI is expressed as:

•
x(t) ∈ co(Aix + Biu). (10)

For a typical PLDI, the system has globally uniform stability when it satisfies an exponentially
stable theorem [19]. This characteristic provides a possibility to apply PDLI theory to qualitatively
judge the stability of the stochastic time-variant system and simplifies the analysis process of
uncertainty disturbances. According to [19,20], the stability criterion for PLDI is given as follows:

Theorem 1. Consider a composite positive function Vc(x) in Equation (11). A PDLI system is exponentially

stable if and only if positive–definite matrices Qk(x) ∈ R
n×n, Fk(x) ∈ R

m×n, and Q(γ∗) =
N
∑

k=1
γ∗

k Qk,

F(γ∗) =
N
∑

k=1
γ∗

k Fk exist, such that

Vc(x) = min
γ∈Γ

xTP(γ)x = min
γ∈Γ

xT

(
N

∑
i=1

γiQi

)−1

x (11)

AiQk + Qk Ai
T + BiFk + Bi

T Fk
T < −βQk. (12)

According to the Schur complement rule, Equation (12) is equal to:

Vcx = minϑ

subject to

[
ϑ xT

x Q(γ)

]
≥ 0, γ ∈ Γ,

N
∑

i=1
γi = 1

(13)

The detail proving process of Equations (12) and (13) is found in [19]. In a practical circuit, Kω

is determined by the system operation requirement. The parameters Ddg and Jdg, according to [21],
should satisfy:

0 ≤ J ≤ (Ddg + Kω)

2π fcpmin
cot PMreq, (Ddg + Kω/ω0) ≤ Dmax. (14)

Combined with the small-signal model of the VSG-based converter, the optimized issue
considered stochastic excitation yields

min ϑ

subject to (6), (8), (9), (10), (12), (13), (14)
(15)

In the practical project, we always want a ξ0 larger than 0.05, which is called a strong damping
mode. Then, let ξ0 = 0.05, and α = ξ0ωn. The polytopic linear differential matrices Ai is:

Ai ∈
[

Asysi 0
0 Avsg

]
Asysi and Avsg satisfies (1) and (5). (16)

When a polytopic model is considered, Equations (8) and (9) should be rewritten for each vertex
system, and the resulting set of inequalities should be solved simultaneously to ensure all eigenvalues
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that lie in a designed region. The optimized issue expressed by Equation (15) consists of a family
of bilinear matrix inequities (BMIs) that contain bilinear terms as the product of a full matrix and
a scalar. To effectively solve the BMI problem and improve the applicability for large-scale systems,
the path-following method [22] is adopted here to update all parameters.

3. Improved Coordinate-Adaptive J/D Control Strategy of Multiple VSGs in Mitigating OSC

3.1. The Mechanism of Improved Bang-Bang Control Strategy in Improving the Transient Stability of a System

Generally, the system needs to go through three intervals during transient disturbances before
converging into a steady state [16]. This transition (i.e., a–b–c–b) shown in Figure 4a often inevitably
causes power oscillation and deteriorates frequency damping. In contrast, as the rotor does not exist,
the controller parameters of the VSG can be more flexible during the OSC cycle, hence accelerating the
response of the VSG in tracking the steady state. For example, during the acceleration modes (i.e., a–b
and c–b), high inertial parameters are adapted to resist disturbances, while small inertial parameters
need to be chosen during the deceleration period (i.e., b–c and b–a) to accelerate convergence. This
strategy was first introduced by [14,15] and represents one step further on how to detail the coordinate
design of adaptive parameters (i.e., J and D) during each stage.

In fact, the intervals during the OSC cycle can be reduced into one interval (i.e., a–b) if the
appropriate control strategy is utilized. For example, on the right side of Figure 4b, we usually want
the frequency converges into a rated value at the same time t1 that the output of VSG increases to its
final required power. This process requires the angular velocity to grow first and then decrease. If this
scene happens, the other stages in the OSC cycle no longer exist, and the other transient adjustments
of the system are eliminated. Specifically, when a large disturbance occurs, the angular frequency
quickly increases and obtains its upper limit at time tu. According to Equation (4), during this period,
the inertial term at the left side of the equation is larger than the damping term. The ω then remains
with the fastest velocity and waits for the decreasing order. When the decline time td comes, the ω

begins to decrease and the inertial term at the left side of the equation is smaller than the damping
term. Finally, the ω will converge into its rated value at time t1, and the system operates steadily
without any further adjustment. During this whole cycle, the output of the VSG remains increasing
and reaches P2 at the same time t1. It needs to be emphasized that the output of the VSG rises linearly
during periods between tu and td, and the ω is continuous but nondifferentiable during the whole
time. Compared to SM, only the VSG is flexible enough to operate in this idea.
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Figure 4. The power-angle curve of a synchronous machine (SM) and the proposed VSG: (a) the SM
response during transient disturbances; (b) the proposed VSG response during transient disturbances.

3.2. Parameter Design Method for Multiple VSG Corresponding to Oscillation Cycle

To begin with, we should set a trigger threshold that enables transient self-adaptive control.
The threshold is determined by the endurance capacity and of the VSG-based converter. When the
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disturbance ΔP > L happens, the controller starts. Then, to fulfil the expectation in Figure 4b, the
parameter-optimization issue, for one VSG, yields

min
ω

Tosc

subject to ΔP ≈ UvsgUgrid
Xs

Tosc∫
0

[ω(t)− ω0]dt, ω(t)

∣∣∣∣∣t=0 = ω(t)

∣∣∣∣∣t=Tosc = ωn

|ω(t)− ω0| ≤ 2πΔ fmax, |dω/dt| ≤ 2πkmax

(17)

The first equality constraint ΔP represents the required power deviation that is calculated
by the terminal voltage Uvsg and Ugrid at the converter and grid side and the impedance
Xs between these two sides. The second equality term represents the steady-state constraint.
The third and fourth constraints consider the limitation of the frequency change-rate threshold
kmax, e.g., the charge–discharge rate of the battery in the VSG-based converter and the maximum
frequency deviation Δ fmax. According to the model in Equation (17) at a particular time t ∈ (0, Tosc),
the constrains ω(t) at the time-span Tosc in Figure 4b satisfies:

ω(t)− ω0 =

⎧⎪⎪⎨⎪⎪⎩
2πkmaxt 0 ≤ t ≤ T1

2πΔ fmax T1 ≤ t ≤ T2

2πkmax(Tosc − t) T2 ≤ t ≤ Tosc

. (18)

It is obvious that T1 = Δ fmax/kmax, and T2 = Tosc − Δ fmax/kmax. Assume the same decline rate
of frequency. Based on Equations (17) and (18), we have

ΔP ≈ UvsgUgrid

Xs

Tosc∫
0

[ω(t)− ω0] dt ≤ 2UvsgUgridπ

Xs
Δ fmax(Tosc − Δ fmax

kmax
). (19)

If we know the final state of the system (i.e., ΔP is obtained), then Tosc is identified by Equation (19).
Then, according to Equation (18), the term dω/dt should meet the following condition:

dω/dt =

⎧⎪⎨⎪⎩
2πkmax 0 ≤ t ≤ T1

0 T1 ≤ t ≤ T2

−2πkmax T2 ≤ t ≤ Tosc

. (20)

Combined with Equations (4) and (20), parameters J and D during three periods should meet the
following conditions:

(a) In a period 0 < t < T1, the frequency linearly increases as a rate of kmax. Then at this stage,
the parameters J should meet the following condition:

J1 = (Pre f + kω(ω − ω0)− Pe)/2πkmaxω. (21)

To accelerate this transient process, Ddg = 0 at this period.
(b) When the system meets dω/dt = 0, the system transits to Stage 2, and parameters Ddg

should have

Ddg =
[Pre f + kω(ω − ω0)− Pe]

2πΔ fmax(2πΔ fmax + ω0)
. (22)

During this period, J is set as the original value.
(c) Then, in T1 < t < T2, the frequency linearly decreases as a rate of kmax, and Ddg = 0 while J

meets the following condition:

J3 = −(Pre f + kω(ω − ω0)− Pe)/2πkmaxω. (23)

335



Energies 2018, 11, 2788

This control strategy can be applied to a single VSG-based system owing to the power fluctuation,
and the adjustment is mainly provided by this converter. From Equations (17)–(19), to obtain the
adjust time T2, the adjusting power ΔP = P2 − P1 should be identified. This situation indicates that the
coordinated controller needs to obtain the next system steady state. However, for a multiple VSG-based
system, the steady-state output of each VSG is not easy to achieve. For this concern, a system state
estimation algorithm is needed.

Considering a typical AC network, the oscillation happens due to the power matching process
between each SMs when a disturbance happens. When detecting the imbalance frequency between
each bus, the SMs adjust their output for system synchronization. Subsequently, the frequency recovers
to its rated value. This characteristic indicates that each VSG at the same bus should synchronize at any
moment to eliminate OSC. Therefore, if each VSG introduces the proposed parameter-optimization
issue, according to Equation (18), the deviation of the power angle is the same. Hence, the state
estimation algorithm can utilize this characteristic to simplify the calculation procedure. Since the
controller needs to obtain the final system state variable (i.e., voltage and active power), this estimation
is somehow similar to static security analysis [23] after a disturbance.

For a typical network contained n bus, the system at each bus meets the following power balance
constraints [23]:

Pi = Ui∑
j∈i

Uj(Gij cos δij + Bij sin δij), Qi = Ui∑
j∈i

Uj(Gij sin δij − Bij cos δij). (24)

In traditional power flow analysis, SM is set as a PV node, and a Vδ node is needed for power
balancing. However, a VSG-based converter is not appropriate to be considered as a PV node, especially
V/ f control is introduced. When system operates in an island model, the power balance between load
and energy resource is maintained by adjusting converter output. Therefore, according to Equation
(24), the VSG-based converter meets the following conditions:

UvsgUi

X′
L

sin δiv = Ui ∑
j∈i

Uj(Gij cos δij + Bij sin δij)

UvsgUi

X′
L

Uvsg cos δiv−Ui
Uvsg

= Ui ∑
j∈i

Uj(Gij sin δij − Bij cos δij)
(25)

The left side of Equation (25) represents the output of the VSG when line impedance meets
X � R. This requirement can be fulfilled by adding virtual impedance [24]. Hence, in Equation (25),
X′

L = XL + Xvir, Uvsg is set as the nominal integrated voltage. The equation contains two unknown
variables (i.e., Ui and δij), which are consistent with traditional PQ node constraint. Then, based on
Newton-Raphson, the Jacobian matrix yields[

ΔP
ΔQ

]
=

[
H N
J L

][
Δδ

ΔV/V

]
. (26)

When ΔP > L, the next operation state is obtained by Equations (25) and (26) and the equality
constraint of power angle on the same bus.

Equation (26) can be solved by the Newton-Raphan method in this case. The calculation speed
can be faster if the system satisfies the constraints of the PQ decoupled method. Moreover, if the grid
structure is fixed, the iterative matrix in Equation (26) is determined and only needs to generate once
according to the PQ algorithm.

Noted that this calculation will cause a time-delay issue. From Equation (18), the controller
satisfies T1 = Δ fmax/kmax, which is constant and identified by controller response ability. Therefore,
the time-span at Stage 1 (T1) is determined. This characteristic indicates that the time-delay issue can
be eliminated if the measurement and calculation process can be done before time T2. From a practical
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perspective, the speed requirement can be fulfilled, especially for a large-scale power system containing
Wide Area Measurement System (WAMS) equipment, e.g., Power Management Unit (PMU) [25].

The maximal power margin of each VSG is different, so the proposed method is limited by the
minimum of the maximal adjust-margin of VSG-based converters. Let Δδ =

∫ Tosc
0 [ω(t)− ω0] dt. Then,

for a given system,
Δδmax = min{Δδ1max, Δδ2max, . . . . . . Δδnmax}. (27)

Equation (27) represents the maximal self-adjustment ability of a system, which is limited by each
Δδimax. If the strength of the disturbances exceeds the limitation of the system, the strategy in [15] is
utilized in this paper.

In all, the steps for coordinate-adaptive J/D control of multiple VSGs is summarized as follows:

(a) Measure the bus disturbances. If ΔP > L, go to Step (b);
(b) Set the J/D value to satisfy the first-period requirement in Equation (21), while estimating the

final state of the system by utilizing Equations (25) and (26) and equality constraint;
(c) Transit J/D to the values in Equation (22) at time T1; meanwhile, calculate Tosc and T2;
(d) At time T2, let the J/D value satisfy Equation (23) and return to their rate values.

4. Case Study

To validate the proposed approach, two test cases are utilized. The first case is a four-machine
two-area test system shown in Figure 5a. In this case, each generator model has six generator states,
and the additional control is not considered. The SMs in Areas 1 and 2 are replaced by two VSG-based
converters with the equivalent MVA rating of the original SM. The specification and setting of VSGs
are shown in Table 1, and the typical system operation data is supplied by [16]. To be mentioned,
the VSG parameters J and D before optimization are consistent with the original SM in the same
bus. The purpose of this setting is to prove that the VSG-based converter participates in the original
electromechanical oscillation modes.

 

(a) (b) 

Figure 5. Test cases system: (a) four-machine two-area system containing VSG; (b) a typical microgrid
containing three VSGs.

Table 1. Case 1: Main simulation parameters of the VSG model.

Controller Constraints of VSG

Minimum PMreq, fcpmin/ fcpmin, Dmax 45◦, 8.5/12.3 Hz, 30 N·m/rad
Jmax, DC Voltage, DC Capacitor 20 kg/m2, 1150 V, 10,000 μF

Control parameters of VSG at bus 2 and 4

VSG at Bus 2: virtual, inertia/damping 11.571 kg/m2, 11.773 N·m/rad
VSG at Bus 4: virtual, inertia/damping 12.418 kg/m2, 10.89 N·m/rad

The second case is a typical Microgrid system shown in Figure 5b. The operation parameters,
which were optimized by the PLDI and the D-stable model, are given in Table 2. The validation was
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carried out on a real-time digital simulator (RTDS) to validate the controller presented in Section 2.
The model of the VSG and the proposed controller were built on RSCAD, which is accompanying
software of RTDS. The signal connection of the RTDS simulation is shown in Figure 6. The digital
output card (GTDO) and the digital input card (GTDI) was provided to generate a D/A signal for
communication between the RTDS and controller platform. The Field Programmable Gate Array
(FPGA, XC3S200-AN) and Digital Signal Processing (DSP, TMS-320F28335) constitute the main
hardware architectures of a platform. The PWM pulse signal was provided by this platform.

Figure 6. The semi-physical platform of the microgrid based on the RTDS system.

Table 2. Case 2: Main simulation parameters of the microgrid system.

Main Network System

Inertia/damping/DC voltage/Droop
coefficient/Virtual impedance of VSG 0.2 kg/m2, 2·N m/rad, 700 V, 100 kW/Hz, j2Ω

Equivalent power source 10.5 kV, 50 Hz
AC Load 1/AC Load 3, DC Load1/DC Load2 (8 + j2) kVA, (11 + j2) kVA, 6 kW/5 kW

Transmission Line j0.347 Ω/km, L1 = 15 km, L2 = 10 km, L3 = 20 km

Virtual Synchronous Generator Parameters

VSG1: PV generation/Storage 12 kW, 10 kW
VSG2: PV generation/Storage, PV

generation/Storage 8 kW/4 kW, 6 kW/4 kW

VSG 3: Wind power/Storage 14 kW/8 kW

4.1. Case 1 Study

Small-signal stability is of great importance for a system to perform well. To mitigate the power
oscillation caused by VSGs, the Case 1 test system was mainly introduced to validate the coordinated
parameter design method in Section 3. Compared with the traditional VSG controller [4], the stable
margin and the dynamic response of the multiple-VSG system before and after optimization are
presented here to show the advantages.

The dominant eigenvalues of the original two-area system, before and after optimization, are
shown in Figure 7. The oscillation decays in all cases when a disturbance happens. However, the level
of damping ratio of the original interarea model, i.e., ξ = 0.0341), is too small to be accepted. After
replacing the SMs with a VSG-based converter station, the dominant eigenvalues shown in Figure 7 are
changed and improved but still quite close to the original oscillation model. Since the VSG parameters
J and D are consistent with the SM, the similarity of oscillation indicates that both VSGs and SMs are
coupled, and parameter optimization of multiple VSGs needs to be considered. To satisfy operation
requirement, the minimum ξ of the system is 0.05, and the physical constraints of the VSG converter
are shown in Table 1. Based on the proposed designed method in Section 2.1, the dominant eigenvalues
after optimization is also shown in Figure 7. The dynamic response to step changes of 2% with/without
optimization are shown in Figures 8 and 9.

In Figure 7, the eigenvalues are located in a specified complex plane that satisfies the design
requirement, and the damping ratios of the system are all larger than 0.05. According to Figures 8 and 9,
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the generator speed responses to changes in the mechanical torque decays fast when J/D parameters
are designed. In contrast, the oscillation of the original system with insufficient ξ decays for more
than 30 s. In addition, the simulation result shows the high tracking speed and small overshoot of the
proposed algorithm.
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Figure 7. The eigenvalues of the system before/after optimization.
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before optimization.

4.2. Case 2 Study

To fully utilize the outstanding flexible and convenient performances of VSGs during oscillation,
Case 2 was performed to validate the coordinate-adaptive method in Section 2. Compared with the
constant J/D controller [4] and the traditional adaptive control [6], the effectiveness and advantage of
the improved coordinate-adaptive J/D control strategy are verified.

Figure 10 gives the root locus of this test system as the inertia varies. The disturbance fluctuation
margin is set as 10 kW, and related analyses are performed to assess the dynamic transient performance
behaviors of the VSGs with the proposed coordinated strategy. The description of this case is as follows:
At 0.5 s, there is a step change from 8 to 18 kW in the active power of AC Load1 in Figure 5b. Then, 2 s
later, the load decreases to its rated value. The transient response of VSG-based converters is shown
in Figures 11–14 as follows.

339



Energies 2018, 11, 2788

Figures 11–13 shows the comparison of current, frequency, and active power among different
control strategies at each VSG. Figure 14 is the changing process of adaptive virtual inertia and damping
coefficients during transient response. According to Figures 11–13, the coordinated controller is well
able to control the system response during the sharp rise of power. During simulation, the overshoot
under coordinated control is restricted to a small area and the settling time of the system is less
than 0.01 s. The total transient period is less than 0.05 s. In contrast, the constant J and D control
and traditional adaptive control [6] took longer to converge into the rated frequency. Meanwhile,
the overshoot of the system under these controllers is higher than the proposed method. Moreover,
the oscillating amplitude of frequency under constant J/D is larger than 1 Hz. The dynamic response of
current and active power shown in Figures 11 and 13 also demonstrates the advantages of the proposed
method over the other controllers. The overshoot and total transient period under the proposed method
are constricted to a small region, and the active power experiences a smooth transition to the final state.

Figure 10. The root locus of this test system with the J from −0.1 to 1.0.

  
(a) (b) (c) 

Figure 11. Current responses among different controllers: (a) VSG1; (b) VSG2; (c) VSG3.
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Figure 12. Frequency response among different controllers: (a) VSG1; (b) VSG2; (c) VSG3.
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Figure 13. Active power response among different controllers: (a) VSG1; (b) VSG2; (c) VSG3.
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In Figure 14, the adaptive dynamic process of parameters J and D are fitted to Equations (21)–(23).
During the first period, according to Equation (21), parameter J satisfies a linearly decreasing function,
while the ω linearly increases. The parameter D at Stage 2 is obviously linearly increasing. At Stage
3, parameter J shows a contrary tendency with a change in ω. It should be noted that the inertial
parameter J is negative during this period to fast convergence.

Note that, since the structure of the microgrid is fixed and the network impedance satisfies x � R,
the PQ decoupled method can be utilized and the Δδ and ΔV can be directly and quickly identified
using Equation (26). The proposed estimation algorithm is fast enough to calculate the threshold time
T2 (in this case, it is 6 ms, according to Figure 14) before the controller requires. From the viewpoints of
increasing the adaptability of the proposed controller and reducing the requirement of the measurement
of the device’s ability, some follow-up work can be done, such as the improvement of the estimation
algorithm with deep learning as well as reduced-order models of real-sized power systems.

5. Conclusions

This paper introduces a coordinated control for multiple virtual synchronous generators to
improve small-signal stability. Simulation, utilizing a two-area four-machine system and a typical
microgrid test system, validates the proposed strategy. Based on theoretical analysis and simulation
study, the major conclusions include the following:

(1) The theoretical analysis and related simulation prove that the VSG-based converters are
involved in the original electromagnetic oscillation mode. Hence, the damping ratio may decrease and
the eigenvalues will move from left to right. The simulation result in Case 1 shows the high tracking
speed and small overshoot and thus shows the effectiveness of the proposed algorithm.

(2) To further reduce dynamic periods during transient disturbances, an optimization algorithm
for the coordinated controlling of multiple VSG-based converters is presented. Compared to the
constant J and D control and traditional adaptive control, the advanced controller can well reduce
overshoot and oscillating amplitude in Case 2.

The results effectively confirm the applicability of the method and indicates the benefits of the
proposed strategy in enhancing operation stability and the anti-disturbing ability of multiple VSGs.
Concerning the proposed coordinated control, a few aspects should be enriched, and these include
reducing and optimizing the investment of a detection system. Moreover, a coping strategy responding
to asymmetric faults is necessary. These tasks will be carried out in the future.
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Nomenclature

Subscript i, j, k integer index = {1, 2, 3, . . . . . . }.
Subscript G presents the synchronous machine (SM).
Subscript dg, DG presents the distribution generation (DG).
U1, U2 the voltage at bus 1 and bus 2 respectively.
ZL impedance between bus 1 and bus 2.
Pe, PL the electromagnetic power and supply power of SM.
ω, ω0 operational and rated rotor angular velocity.
Jdg, Ddg, Kω virtual inertia, damping coefficient, and droop coefficient of VSG.
Q ∈ R

n×n symmetric matrix of linear matrix inequality (LMI) variables.

γ∗(x) = arg min
γ∈ΓN

xT(
N
∑

j=1
γjQj)

−1

x a typical convex hull function which meets 0 ≤ γi ≤ 1,
N
∑

i=1
γi = 1.

α, θ designer specified scalar values shown in Figure 3.
x ∈ Rn, u ∈ Rn, Ai ∈ Rn×n, Bi ∈ Rn×m the state, input variable and constant matrices of the system.
PMreq, fcpmin, Dmax the required phase margin, cut-off frequency and max droop of VSG.
ξ0, Tosc, θ the damping ratio threshold and response time-span of the system,

θ = arccosξ0.
Gij, Bij the real and imaginary parts of an element in nodal

admittance matrix.
Pi, Qi the net active and reactive power at node i.

References

1. Kozlova, M. Real option valuation in renewable energy literature: Research focus, trends and design.
Renew. Sustain. Energy Rev. 2017, 80, 180–196. [CrossRef]

2. Miller, N.; Loutan, C.; Shao, M.; Clark, K. Emergency response: US system frequency with high wind
penetration. IEEE Power Energy Mag. 2013, 6, 63–71. [CrossRef]

3. Collins, S.; Deane, J.P.; Poncelet, K.; Panos, E.; Pietzcker, R.C. Integrating short term variations of the power
system into integrated energy system models: A methodological review. Renew. Sustain. Energy Rev. 2017,
76, 839–856. [CrossRef]

4. Zhong, Q.C.; Hornik, T. Synchronverters: Grid-friendly inverters that mimic synchronous generators.
IEEE Trans. Ind. Electron. 2011, 58, 1259–1267. [CrossRef]

5. Karimi-Ghartemani, M.; Khajehoddin, S.A.; Piya, P.; Ebrahimi, M. Universal controller for three-phase
inverters in a microgrid. IEEE J. Emerg. Sel. Top. Power Electron. 2016, 4, 1342–1353. [CrossRef]

6. Shintai, T.; Miura, Y.; Ise, T. Oscillation damping of a distributed generator using a virtual synchronous
generator. IEEE Trans. Power Deliv. 2014, 29, 668–676. [CrossRef]

7. Guan, M.; Pan, W.; Zhang, J.; Hao, Q.; Cheng, J. Synchronous generator emulation control strategy for
voltage source converter (vsc) stations. IEEE Trans. Power Syst. 2015, 30, 3093–3101. [CrossRef]

8. Xi, X.; Geng, H.; Yang, G. Small signal stability of weak power system integrated with inertia tuned large
scale wind farm. In Proceedings of the IEEE PES Innovative Smart Grid Technologies (ISGT), Washington,
DC, USA, 19–22 February 2014; pp. 514–518.

9. Eftekharnejad, S.; Vittal, V.; Heydt, G.T.; Keel, B.; Loehr, J. Impact of increased penetration of photovoltaic
generation on power systems. IEEE Trans. Power Syst. 2013, 28, 893–901. [CrossRef]

10. Gautam, D.; Vittal, V.; Harbour, T. Impact of increased penetration of DFIG-based wind turbine generators on
transient and small signal stability of power systems. IEEE Trans. Power Syst. 2009, 24, 1426–1434. [CrossRef]

11. Quintero, J.; Vittal, V.; Heydt, G.T.; Zhang, H. The impact of increased penetration of converter control-based
generators on power system modes of oscillation. IEEE Trans. Power Syst. 2015, 29, 2248–2256. [CrossRef]

12. Ma, J.; Qiu, Y.; Li, Y.; Zhang, W.; Song, Z. Research on the impact of dfig virtual inertia control on power
system small-signal stability considering the phase-locked loop. IEEE Trans. Power Syst. 2017, 32, 2094–2105.
[CrossRef]

13. Torres L., M.A.; Lopes, L.A.C.; Morán T., L.A.; Espinoza C., J.R. Self-tuning virtual synchronous machine: A
control strategy for energy storage systems to support dynamic frequency control. IEEE Trans. Energy Convers.
2014, 29, 833–840. [CrossRef]

344



Energies 2018, 11, 2788

14. Alipoor, J.; Miura, Y.; Ise, T. Power system stabilization using virtual synchronous generator with alternating
moment of inertia. IEEE J. Emerg. Sel. Top. Power Electron. 2015, 3, 451–458. [CrossRef]

15. Li, D.; Zhu, Q.; Lin, S.; Bian, X.Y. A self-adaptive inertia and damping combination control of vsg to support
frequency stability. IEEE Trans. Energy Convers. 2017, 32, 397–398. [CrossRef]

16. Rogers, G. Power System Oscillations; Kluwer Academic Publishers: Norwell, MA, USA, 2000.
17. Chilali, M.; Gahinet, P. H∞ design with pole placement constraints: A LMI approach. IEEE Trans.

Autom. Control 1996, 4, 358–367. [CrossRef]
18. Smirnov, G.V. Introduction to the theory of differential inclusions. Am. Math. Soc. 2002, 255, 114–139.
19. Hu, T.; Lin, Z. Properties of the composite quadratic Lyapunov functions. IEEE Trans. Autom. Control 2004,

49, 1162–1167. [CrossRef]
20. Pham, H.; Jung, H.; Hu, T. State-space approach to modeling and ripple reduction in ac–dc converters.

IEEE Trans. Control Syst. Technol. 2013, 21, 1949–1955. [CrossRef]
21. Wu, H.; Ruan, X.; Yang, D.; Chen, X.; Zhao, W. Small-signal modeling and parameters design for virtual

synchronous generators. IEEE Trans. Ind. Electron. 2016, 63, 4292–4303. [CrossRef]
22. Hassibi, A.; How, J.; Boyd, S. A path-following method for solving BMI problems in control. In Proceedings

of the American Control Conference, Anchorage, AK, USA, 8–10 May 2002; Volume 2, pp. 1385–1389.
23. Sauer, P.W.; Pai, M.A. Power System Dynamics and Stability; Prentice-Hall: Englewood Cliffs, NJ, USA, 1998.
24. Pogaku, N.; Prodanovic, M.; Green, T.C. Modeling, analysis and testing of autonomous operation of

an inverter-based microgrid. IEEE Trans. Power Electron. 2007, 22, 613–625. [CrossRef]
25. Bevrani, H.; Watanabe, M.; Mitani, Y. Power System Monitoring and Control; John Wiley & Sons: Hoboken, NJ,

USA, 2014.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

345



energies

Article

Ultra-Short-Term Wind Power Prediction Based on
Multivariate Phase Space Reconstruction and
Multivariate Linear Regression

Rongsheng Liu 1, Minfang Peng 1,* and Xianghui Xiao 2

1 College of Electrical and Information Engineering, Hunan University, Changsha 410082, China;
lrs0623@hnu.edu.cn

2 College of Automation, Foshan University, Foshan 52800, China; xiaoxianghui@fosu.edu.cn
* Correspondence: pengminfang@hnu.edu.cn; Tel.: +86-189-7332-6940

Received: 15 September 2018; Accepted: 9 October 2018; Published: 15 October 2018

Abstract: In order to improve the accuracy of wind power prediction (WPP), we propose a WPP
based on multivariate phase space reconstruction (MPSR) and multivariate linear regression (MLR).
Firstly, the multivariate time series (TS) are constructed through reasonable selection of wind power
and weather factors, which are closely associated with wind power. Secondly, the phase space of
the multivariate time series is reconstructed based on the chaos theory and C-C method. Thirdly,
an auto regression model for multivariate phase space is created by regarding phase variables as
state variables, and the very-short-term wind power is predicted by using a multi-linear regression
algorithm. Finally, a parallel algorithm based on map/reduce is presented to improve computing
speed. A cloud computing platform, Hadoop consisting of five nodes, is established as a matter of
convenience, followed by the prediction of wind power of a wind farm in the Hunan province of
China. The experimental results show that the model based on MPSR and MLR is more accurate than
both the continuous method and the simple approximation method, and the parallel algorithm based
on map/reduce effectively accelerates the computing speed.

Keywords: wind power prediction; phase space reconstruction; multivariate linear regression; cloud
computing; time series

1. Introduction

In the past decades, with the increasing population, industrial need, and energy need [1], a large
amount of fuels such as fossil oil, coal, and natural gas have been consumed. However, the fossil
fuels can discharge a large amount of greenhouse gas and pollute the environment. What is more, the
fossil fuels are non-renewable and diminishing day-by-day. Therefore, researchers have focused on the
renewable energy sources, among which wind power generation is one of the most mature renewable
energies with lower pollution and greenhouse gas emissions [2]. Wind power generation is affected by
wind speed, wind direction, temperature, turbine type, terrain roughness, air density, and so on [3].
The wind power is random and intermittent. To reduce the risk that is caused by the wind power’s
fluctuation, both a one-day-ahead (0–24 h) and a real-time (15 min–4 h) wind power predicting report
should be submitted to the Grid Dispatch Center in China. Actually, the ultra-short-term wind power
prediction (UST-WPP) has been extensively employed in many fields, such as balancing load, optimal
operation of reserves [4], and wind farm control [5]. The wind farm owners, power users, and facilities
benefit from an improved wind power prediction (WPP).

According to the current law in China, the wind power prediction with horizons of 1–4 h and
24 h are necessary. This paper focuses on forecasting wind power with short horizons. Specifically, we
propose a distributed model for ultra-short-term WPP based on multivariate phase space reconstruction
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(MPSR) and multivariate linear regression (MLR). Compared with other approaches for short-term
wind power prediction, such as artificial neural networks (ANNs), support vector machine (SVM) and
single-variable phase space reconstruction, the proposed wind power prediction model is more precise
and quicker.

The remainder of this paper is organized as follows. The background of our work is introduced
in Section 1. Section 2 reviews the related work. The prepared knowledge is given and the parallel
model is proposed in Section 3. Section 4 expresses the key points of the parallel algorithm based on
map/reduce. Section 5 describes the prediction experiments. Section 6 outlines the conclusions.

2. Related Works

According to the time horizons, WPP is divided into four categories: long-term prediction,
medium-term prediction, short-term prediction, and ultra-short-term prediction [6]. The time horizon
and application of the special wind power prediction is shown as Table 1.

Table 1. Classification of wind power prediction based on time horizon.

No. Method Time Horizon Application

1 Long-term Year - planning wind farms
- Planning of annual generation

2 Medium-term Week or Month - Scheduling maintenance

3 Short-term 3 days
- Reducing the discarded wind power
- Optimizing the maintenance scheduling
- Optimizing the generation scheduling

4 Ultra-short-term 4 h
- Optimizing the frequency
- Optimizing the spinning reserve capacity
- Optimizing the unit commitment online

The long-term and medium-term wind power predictions do not require very high forecasting
accuracy. The short-term WPP forecasts the wind power in next three days and needs more precise
results [7], while the ultra-short-term WPP, whose temporal resolution is 15 min, predicts the wind
power in next 4 h and requires the highest precision [1]. It is very difficult to accurately forecast wind
power because of its chaotic and stochastic characteristics. Additionally, compared to other WPP, the
ultra-short-term WPP is more difficult due to its shorter time frames [7]. In the past decades, extensive
efforts have focused on WPP, and a large number of wind power prediction methods, models, and
tools have been developed. Generally, the WPP methods includes five categories: (a) physical methods,
(b) statistic methods, (c) artificial intelligent methods, (d) hybrid methods, and (e) spatio-temporal
methods [8].

The physical methods forecast the wind power in terms of the meteorological parameters such
as topography, temperature, pressure, wind speed, and wind direction. The well-known physical
wind power prediction systems are Prediktor system [9], Previento, and eWind. However, the physical
methods are suitable to predict the wind power in 6–72 h or long-term wind power due to the low
update frequency of numerical weather prediction (NWP). Because of the high computational cost
of NWP, the physical models’ application to ultra-short-term WPP are limited. The hybrid methods,
which improve the WPP by making use of the advantages of physical methods, statistical methods,
and intelligent methods, are gaining attention. Mehmet Baris Ozkan and Pinar Karagoz presented
a novel wind power forecast model: Statistical Hybrid Wind Power Forecast Technique (SHWPFT).
Compared with other statistical and physical models such as ANNs and SVM, SHWPFT requires less
historical data to establish a model [10]. A hybrid forecasting model based on grey relational analysis
and wind speed distributional features is presented to improve the effects of the ultra-short-term
WPP [11]. Reference [12] provides an approach of short-term WPP with multiple observation points.
The speed and direction of wind are used to forecast the wind power; unfortunately, the error of
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numeric weather prediction (NWP) must be considered. Since the hybrid models also require the
NWP, their application to ultra-short-term WPP is limited too. The statistical methods are widely used
for the shorter-term wind power prediction because of the lower computational complexity and cost.

The statistical models can be modified based on the allocation and features of wind farms, and
statistical models are widely used to forecast short-term wind power. Generally, the statistical models
include the direct prediction and the indirect prediction. The wind speed is forecasted first and then
is mapped to the wind power according to the wind power curve in indirect wind power prediction.
However, the wind power curve is influenced by the environmental and meteorological variables,
which are not considered in indirect methods. Consequently, the accuracy of indirect methods is limited.
In direct methods, the wind power is predicted directly according to the historical data, and the wind
power predictions have greater accuracy [13]. The statistical models are divided into time series (TS)
methods and artificial intelligence (AI) methods. Persistence method is a classical TS method, and it
assumes that the wind power at time ‘t + Δt’ equals the wind power at time ‘t’. Persistence method
is more accurate than most physical and other statistical methods in short-term or ultra-short-term
WPP. Hence, any new predicting method should be tested against the classical benchmark (persistence
method). The other well-known TS models includes autoregressive (AR), autoregressive moving
average (ARMA), autoregressive integrated moving average (ARIMA), and so on. However, these
TS models are linear and it is difficult to capture the non-linear patterns. It is too difficult to directly
create precise mathematical models for wind power prediction because of wind’s complexity, so
the artificial intelligence and machine learning methods are employed to improve WPP. Artificial
neural network (ANN), Bayesian network (BN) and least square support vector regression (LSSVR) are
widely used to improve the ultra-short-term WPP. Duehee Lee and Ross Baldick presented an ensemble
model for short-term WPP based on Gaussian processes and neural networks [14] from which the
predicted wind power and distribution can be obtained. The ensemble model is relatively accurate
in the whole forecasting time horizon, and the predicted distribution objectively reflects the real
distribution of wind power. The comparative study shows that the neural networks (NNs) outperform
the ARIMA in [15]. A short-term WPP model based on wavelet support vector machine is proposed in
reference [16], in which a wavelet support vector machine-based (WSVM) approach effectively reduces
the negative effects on predicting results induced by errors of NWP data. Additionally, wind power
can be forecasted when fewer training samples are accessed. Nevertheless, the universality should
be further verified. The least square support vector machine (LSSVM) outperformed the SVM and
NNs in terms of the computational complexity and the global convergence [17] in WPP. It is difficult
to directly model the wind power time series that is composed of several components with different
characteristics. To improve WPP, the wind power time series are decomposed by the wavelet transform
(WT), empirical mode decomposition (EMD), and ensemble empirical mode decomposition (EEMD) in
the preprocessing stage [18]. Some prior knowledge and assumptions are necessary to determine the
mother wavelet in WT. EMD is a data-driven decomposition method, and outperforms WT. Compared
with WT, EMD and its variant EEMD have the greatest accuracy. Although the non-linearity of
wind power time series can be dealt with using decomposition methods, the chaotic nature of wind
power time series can lead to prediction errors [19]. A method of wind power prediction based on
chaotic theory and phase space reconstruction is proposed in reference [20]. Reference [13] proposed
a short-term WPP framework based on chaotic time series analysis and singular spectrum analysis,
and the accuracy is improved by distinguishing the chaotic and non-chaotic components in both
decomposition and prediction stages. However, only the historical wind power data are used to
forecast wind power in the phase-space-reconstruction-based WPP model.

According to the output, the statistical WPP is divided into probabilistic prediction and point
prediction. To deal with wind ramp dynamics, a support-vector-machine-enhanced Markova model
(SVMEM) for short-term WPP was presented by Lei Yang, Miao He, and Junshan Zhang et al. in which
both distributional predictions and point predictions are derived [21]. Reference [14] has proved that
the uncertainty of wind speed satisfies Gaussian distribution with zero mean and heteroscedasticity.
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An optimal loss function for heteroscedastic regression and a new framework of v-support vector
regression (v-SVR) for learning tasks of Gaussian noise with heteroscedasticity were thus developed
to improve the situation. Both the wind speed and wind power, however, satisfy other distribution
but not the proposed model in reference [22]. The uncertainty of the wind power is modeled by the
probabilistic prediction and prediction interval, which are the extension of point prediction. The
point prediction is regarded as the most likely wind power. The probabilistic prediction has been
applied to power system security [23], various unit commitment strategies [24], and energy storage
sizing [25], etc.

The wind power data at each site are self-correlated individually, but also the wind power data
at different sites are spatially cross-correlated. A sparsity-controlled vector autoregressive model
is introduced to obtain the spatio-temporal wind power prediction in reference [26]. Although, the
predicting methods are discussed in batch learning mode, a general overview of wind power prediction
is presented in Table 2.

Table 2. The wind power prediction methods. WPP: wind power prediction.

No. WPP Methods Remarks

1 Persistence Method
- benchmark method
- Very accurate for ultra-short and short term prediction
- Low accuracy for drastically fluctuating wind power series

2 Physical Method - Uses the meteorological and environmental data
- Applied to WPP whose time horizon is more than 6 h

3 Time-Series Models - Accurate for short-term predictions
- Cannot model the non-linearity

4 Artificial Intelligence
- Accurate for short-term predictions
- Models the non-linearity
- Cannot process the chaotic nature

5 Hybrid Method - Accurate for medium and long term predictions

6 Spatial-Temporal Method
- Accurate for ultra-short-term predictions
- Batch learning mode
- Cannot update using the latest and real-time information

The high penetration of wind power will definitely affect the reliability and security of the grid
due to the fluctuation and randomness of wind power. Compared with the short-term WPP, the
ultra-short-term WPP is more effective to solve these problems. Although the above mentioned works
contribute a lot to the development of WPP, the ultra-short-term WPP is still a young area and needs
more contributions from different areas.

3. Prepare Knowledge and System Modeling

3.1. Time-Series Similarity

Time-series similarity [27,28] is measured with many methods, such as Minkowski distance,
Euclidean distance, Pearson coefficient, and dynamic time warping (DTW) distance [29,30]. Compared
to other methods, DTW is not sensitive to synchronization and can measure the similarity of time-series
with different lengths. Thus, DTW is employed to measure the similarity of numerical weather
prediction series. DTW is defined as follows:

Definition 1. Dynamic time warping (DTW) distance. X = {x1, x2, . . . , xl} and Y = {y1, y2, . . . , yn} are
2 time-series, where l and n are the lengths of time series X and Y, respectively. The DTW between X and Y is
defined recursively as Equation (1).
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Ddtw(X, Y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0, i f X = Y = {}
+∞, i f X = {} and Y �= {}
+∞, i f X �= {} and Y = {}

d(x1, y1) + min

⎧⎪⎨⎪⎩
Ddtw(rest(X), Y)
Ddtw(rest(X), rest(Y))
Ddtw(X, rest(Y))

(1)

where {} indicates empty time-series, d(x, y) =||x, y||2 is the 2-norm [31] of x and y, and rest(X) =

{x2, . . . , xl}.

Definition 2. Time-series similarity. X and Y are 2 time-series, and the time-series similarity between X and Y
is defined as Equation (2).

S(X, Y) =

{
0, i f θ < Ddtw(X, Y)
θ − Ddtw(X, Y), else

(2)

where θ is a threshold, Ddtw(X, Y) is the DTW between X and Y.

3.2. Multi-Variable Phase Space Reconstruction

According to Takens-theorem [32,33], the phase space of chaotic time series x1, x2, . . . , xn is
reconstructed with appropriate embedding dimension m and time delay τ; the original system
and the trajectory of reconstructed phase space are differential homeomorphism. The phase space
reconstruction theory [34] of single-variable chaotic time series could be extended to multi-variable
chaotic time series. The multi-variable phase space reconstruction is defined as follows.

Definition 3. Multi-variable phase space reconstruction. X1, X2, . . . , XK are K chaotic time-series, where
Xi =

{
xi

1, xi
2, . . . , xi

n
}

, and i = 1, 2, . . . , K. The q-th phase point of reconstructed phase space for multi-variable
chaotic time series X1, X2, . . . , X is shown as Equation (3).

Vq =
{

x1
q , x1

q−τ1
, . . . , x1

q−(m1−1)τ1
,

x2
q , x2

q−τ2
, . . . , x2

q−(m2−1)τ2
, . . . ,

xK
q , xK

q−τK
, . . . , xK

q−(mK−1)τK

} (3)

where q = j, j + 1, . . . n, j = max
1≤i≤K

{(mi − 1)τi}+ 1 and mi and τi are embedding dimension and time delay of

the chaotic time-series Xi, respectively. The embedding dimension mi and time delay τi are obtained using C-C
algorithm [33].

3.3. Ultra-Short-Term WPP Modeling

In this paper the ultra-short-term WPP model is based on multi-variable phase space
reconstruction, similarity of time-series, and linear regression. Our forecasting model includes steps
steps, which are specifically presented in Figure 1.

Figure 1. Flow diagram of ultra-short-term wind power prediction (WPP).
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More details about the proposed ultra-short-term WPP model are listed below.
Step 1: Data preprocessing. The historical wind power data and weather data may be missing

for some reason, for instance, equipment failure, network interruption, etc. The continuous missing
data series Md, whose length is more than 5, is removed from historical data series. Otherwise, data is
specified by simple interpolation, as expressed in Equation (4).

xi = x0 +
i × (xe − xs)

N + 1
(4)

where xs is the data point before Md, xe is the data point behind Md, i = 1, 2, . . . , N, and N is the
length of missing data series Md.

Step 2: Data dimensionality reduction. NWP includes some important parameters, for instance,
wind speed v, wind direction θ, atmospheric pressure p, and temperature t. The speed and direction of
wind are shown in Figure 2.

Figure 2. The decomposition of wind speed.

In Figure 2, the x-axis is the latitude line of the given location, and the east is the positive direction.
The y-axis is the longitude of the given location, and the north is the positon direction. In order to
conveniently forecast wind power, wind speed ν is decomposed to νx and νy.

νx = ν × cos θ

νy = ν × sin θ
(5)

where θ is the angle between wind direction ν and the x-axis.
Only the most important parameters (νx, νy and p) of NWP are selected in the presented model.

The historical NWP data can be expressed as a N × 3 matrix M, which is clearly shown as Equation (6).

M =

⎛⎜⎜⎜⎝
u1, ν1, p1

u2, ν2, p2

. . .
uN , νN , pN

⎞⎟⎟⎟⎠ (6)

where N is the number of NWP data points. The matrix M is converted to a N × 1 matrix using the
approach in reference [2], as displayed in Equation (8).

C = MT × M (7)

X = M × e = (w1, w2, . . . , wN)
T (8)

where e is an eigenvector, whose corresponding Eigen value is the maximal Eigen value of matrix C.
Step 3: The most similar NWP series segments searching: NWP0 is the NWP data series during

2L hours, which consist of two equal parts, namely, the former L hours and the latter L hours. NWP0

351



Energies 2018, 11, 2763

includes 8L data points (4 points per hour). NWP0 is converted to X0, and the whole historical NWP
data series is converted to X according to Equations (6)–(8). Xis is the top K sub-series of X, which are
most similar to X0, and Si is the similarity between X0 and Xis, i = 1, 2, . . . , K.

Step 4: The phase space reconstruction for multivariate time series. τX and τP are the delay time
of X and P, respectively, and mX and mP are the embedding dimensions of X and P, respectively. τX ,
τP, mX and mP are achieved by C-C method. Pi and Xi (i = 0, 1, . . . , K) are the wind power sub-series
and reduced NWP sub-series at the same time period, and Phi is the reconstructed phase space of Pi

and Xi.
Step 5: Multivariate linear regression. The multivariate linear regressions are shown as

Equation (9) ⎛⎜⎜⎜⎝
y1

y2

. . .
ym

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
c1,1, c1,2, . . . , c1,m
c2,1, c2,2, . . . , c2,m
. . .
cm,1, cm,2, . . . , cm,m

⎞⎟⎟⎟⎠ ∗

⎛⎜⎜⎜⎝
x1

x2

. . .
xm

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
c1,0

c2,0

. . .
cm,0

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
ξ1

ξ2

. . .
ξm

⎞⎟⎟⎟⎠ (9)

where ξ = (ξ1, ξ2, . . . , ξm)
T is residual error, (x1, x2, . . . , xm)

T is the input, and (y1, y2, . . . , ym)
T is the

output. The coefficient matrix C and constant term C0 are shown as Equation (10).

C =

⎛⎜⎜⎜⎝
c1,1, c1,2, . . . , c1,m
c2,1, c2,2, . . . , c2,m
. . .
cm,1, cm,2, . . . , cm,m

⎞⎟⎟⎟⎠ and C0 =

⎛⎜⎜⎜⎝
c1,0

c2,0

. . .
cm,0

⎞⎟⎟⎟⎠ (10)

The training process of linear regression models is to search for appropriate coefficient matrix C
and constant term C0, so that residual error ξ minimizes.

Given the residual error equals 0, then Equation (9) is converted into Equation (11).

⎛⎜⎜⎜⎝
y1

y2

. . .
ym

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
c1,0, c1,1, c1,2, . . . , c1,m
c2,0, c2,1, c2,2, . . . , c2,m
. . .
cm,0, cm,1, cm,1, . . . , cm,m

⎞⎟⎟⎟⎠ ∗

⎛⎜⎜⎜⎜⎜⎝
1
x1

x2

. . .
xm

⎞⎟⎟⎟⎟⎟⎠ (11)

The Equation (11) is further expressed as follows:

Y = (C0, C) ∗
(

1
X

)
(12)

Given a group of training samples < Xi, Yi >, (i = 1, 2, . . . , K), the goal of the training process is
to find appropriate C and C0, so that the mean error, namely, Equation (13) minimizes.

n

∑
i=1

(‖Y∗
i − Yi

∥∥
2)

n
(13)

where Yi = (C0, C) ∗
(

1
Xi

)
.

After the linear regression model is trained, Y is obtained from Equation (12) by assuming X
is given.
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Ph(i) is the i-th phase point of reconstructed phase space Ph. Considering that the reconstructed
phase space is locally linear, Ph(i) and Ph(i + 1) are linearly related as follows.

Ph(i + 1) = (C0, C)

(
1
Ph(i)

)
(14)

The Equation (15) is obtained by substituting all the phase points of Ph into Equation (14).

(Ph(i + 1), Ph(i), . . . , Ph(2)) = C′
(

1, 1, . . . , 1
Ph(i), Ph(i − 1), . . . , Ph(1)

)
(15)

where C′ = (C0, C). C′ is achieved from the following Equation.

C′ = (Ph(i + 1), Ph(i), . . . , Ph(2))×
(

1, 1, . . . , 1
Ph(i), Ph(i − 1), . . . , Ph(1)

)−1

(16)

where

(
1, 1, . . . , 1

Ph(i), Ph(i − 1), . . . , Ph(1)

)−1

is the generalized inverse matrix of(
1, 1, . . . , 1

Ph(i), Ph(i − 1), . . . , Ph(1)

)
. When C′ is given, the next phase point is obtained from the

current phase point and Equation (14).
Step 6: The comprehensive forecasting results. If Ph1,Ph2, . . . , Phk are the reconstructed phase

space of the top K most similar time-series segments respectively, according to step 4, then C′
k is

achieved by substituting Phk into Equation (16). The multivariate linear regression modes are shown
as Equation (17).

Phk(i + 1) = C′
k

(
1

Phk(i)

)
(17)

where Phk (i) and Phk (i + 1) are the input and output of the k-th linear regression model, k = 1, 2, . . . , k.
The predicted phase point is achieved when the phase points of the current NWP and wind power data
are input into Equation (17). The predicted value of the k-th WPP model is shown as Equation (18).

Pk = Phk(mP, i + 1) (18)

where Pk is the predicted value of wind power by the k-th regression model and Phk(mP, i + 1) is the
mP-th element of the predicted phase point Phk (i + 1), k = 1, 2, . . . , K. The comprehensive forecasting
sums the weighed Pk as follows.

P =
Sk

K
∑

i=1
Sk

Pk, k = 1, 2, . . . , K (19)

where Sk is the similarity between X0 and Xis. The forecasting wind power series will be obtained
when the above comprehensive forecasting process is executed iteratively.

4. Parallel Algorithm Based on Map/Reduce

To improve the ultra-short-term WPP, the multivariate phase space reconstruction, the similarities
of time-series and the multi-variate linear regression are employed to model wind power prediction.
However, the increasing wind power and NWP data increase the time and space complexity and
affect the predicting accuracy of the ultra-short-term WPP. In order to accelerate the computing
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speed, we present a parallel algorithm of ultra-short-term WPP, which is based on the map/reduce
programming model.

4.1. Map/Reduce Programming Model

Map/reduce is an extendable parallel programming model, which is widely used in the parallel
computation of big data. The diagrammatic layout of map/reduce is shown in Figure 3.

Figure 3. Diagrammatic layout of map/reduce. MAP: the mapping process of hadoop; HDFS: hadoop
distributed file system.

Map/reduce includes two phases: mapping and reducing. Every sub-process is highly parallel in
these two phases. The specific procedures are as follows:

1. The raw data are input into the key/value pairs (key, value), and the data are processed as much
as possible without communication. The intermediate data created in map phase are also saved
as key/value pairs (intermediate-key, intermediate-value).

2. The intermediate pairs with the same intermediate-key are transferred to the same reducing
process with the completion of the mapping process. The reducing process starts when all
intermediate data are transferred. When both mapping and reducing processes are completed,
the final results are achieved.

4.2. The Algorithm of Ultra-Short-Term WPP

The map/reduce model is widely used to process big data, however, a single map/reduce job
only can complete simple jobs. To solve complex problems, the complex process is usually divided
into some sub-processes, and the work is completed together with many map/reduce jobs. Due to the
complexity of the ultra-short-term WPP, which is proposed in Section 3.2, the work is completed by
five map/reduce jobs (see Algorithm 1).
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Algorithm 1. Parallel Ultra-short-term wind power prediction based on Map/reduce.

Job 1: Reducing dimension of NWP matrix.
Map: The NWP matrix M is separated into N sub-matrixes Mi, where i = 1, 2, . . . , N. Each sub-matrix Mi is a
reduced dimension based on the method in Section 3.2.
(1) Each map process reads sub-matrix Mi of M.
(2) The intermediate data pairs (0,′ i, X′

i
)

is achieved by reducing the data dimension of each sub-matrix Mi,
according to Equation (8).
Reduce: The reducing dimension series X is created by connecting in order all Xi, which are from map process.
(1) X = {};
(2) For i = 1:N

Xi is added to the end of X;
end for

(3) Output X;
For the sake of convenience, X0 is the reduced NWP data series during 2L hours, which consists of two

equal parts, namely, the former L hours and the latter L hours. X0 is removed from X, and the remainder of X
is divided into N sub-series, X1, X2, . . . , XN , where |Xi||≥ 8L , the head of X1 is the first node in X, and the
head of Xi+1 is the (8L − 1)-th node of Xi from the bottom, i = 1, 2, . . . , N − 1.
Job 2: Searching top k sub-series, which are the most similar to X0.

Map:

(1) Each map process reads the pairs (i,< Xi, X0 >);
(2) For j = 1:||Xi|| − L % where ||Xi|| is the length of Xi [31].
(1) We compute the DTW between X0 and Xij, which is Xi’s sub-series including L elements and starting with
the j-th element of Xi;
(2) The intermediate data are key/value pairs (i, ‘j, DTW’)
End for
Reduce:

(1) k = (
i−1
∑

k=1
‖Xi‖) + j;

(2) Sk =
∣∣∣θ − DTWij

∣∣∣;
(3) Output (k, Sk).

The sub-series are sorted by Sk according to the method in reference [35], and the top k sub-series of NWP
and wind power are selected. The top k most similar sub-series of NWP and wind power are denoted as Xk
and Pk, where k = 1, 2, . . . , k.

The sub-series are sorted by Sk according to the method in reference [35], and the top k sub-series of NWP
and wind power are selected. The top k most similar sub-series of NWP and wind power are denoted as Xk
and Pk where k = 1, 2, . . . , k.
Job 3: The embedding dimension and delaying time of P and X are computed in this job.

For the sake of convenience, the time series P and X in our algorithm are denoted as P1 and P2,
respectively.
Map:

(1) (i, Pi)
C−C algorithm→ (mi, τi); % mi and τi are obtained by C-C algorithm

(2) Ji = (mi − 1)τi; % calculating the starting index Ji of Pi
(3) The intermediate data of this map are data pairs (0, “mi, τi, Ji”), where mi, τi and Ji are the embedding
dimension, delaying time, and starting point of Pi, respectively.
Reduce:

(1) J = max
1≤i≤2

{Ji}+ 1

(2) mP = m1, τP = τ1, mX = m2, τX = τ2;
(3) Output mP, τP, mX , τX , J.
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Job 4: Multivariate phase space reconstruction
Map:

(1) (k,′ J#mX#τX#mP#τP#Xk#P′
k)

reconstructed→ (0,ℵk), where Xk and Pk are the most similar sub-series of top K
achieved from Job 2, and k = 1, 2, . . . , k.
Reduce:

(1) Output reconstructed phase space ℵk.
Job 5: Multi-variables linear regression
Map:

(1) Input < i,′ ℵk#Sk#ℵ′
0 >, where ℵ0 is the reconstructed phase space during 2L hours.

(2) The linear model is trained by < ℵk,j,ℵk,j+1, where ℵk,j is the j-th phase point of reconstructed phase space
ℵk, j = 1, 2, . . . , ‖ℵk‖ − 1;
(3) After the linear model has been trained, the next phase point is obtained according to Equation (12) and the
last point of ℵ0.
(4) The step 3 is executed iteratively, and then the forecasting reconstructed phase space ℵP

k is achieved.
(5) The forecasting power sequence Pkj is obtained based on an inverse process of the phase space
reconstruction and reconstructed phase space ℵP

k .
(6) The intermediate data are < 0,′ Pkj, S′

k >.
Reduce:

The comprehensive wind power is given as follows.

Pj =
Sk

k
∑

k=1
Sk

Pkj, k = 1, 2, . . . , k; j = 1, 2, . . . , B (20)

where j = 1, 2, . . . , B, and B is the forecasting time-scale

5. Application and Case Study

5.1. The Experimental Data and Environments

The experimental data includes 2 sections: NWP data and wind power data. The NWP data
ranged from 1 September 2012 to 31 August 2013 and were from the key laboratory of regional
numerical weather predictions in a province of China. NWP data include temperature, humidity, wind
speed, wind direction, atmosphere pressure, and so on. The NWP is from the mesoscale numerical
prediction model. The temporal resolution of NWP is 1 h. The horizontal resolution of NWP is
3 × 3 km, and it is improved to 1 × 1 km by the dynamic downscaling model [36]. In our experiment,
only the data of wind speed, wind direction, and atmosphere pressure were selected. The wind speed
and wind direction were first converted into x components and y components, where the east and
north are regarded as the positive direction of x-axis and y-axis, respectively. The converted NWP data
are shown in Table 3.

Table 3. Historical numerical weather prediction (NWP) data of a wind farm.

No.
Time

1 February 2013
Wind Speed

X-Direction (m/s)
Wind Speed Along Y

Direction (m/s)
Atmosphere

Pressure (atm)

1 1:00 7.43 6.45 0.98
2 2:00 8.6 5.36 0.98
3 3:00 6.07 9.05 0.986

. . . . . . . . . . . . . . .

In Table 3, each row is an NWP data record, which is composed of the time, the wind speed in the
x-component, the wind speed in the y-component, and the atmosphere pressure. simple interpolation
method was used to get the 15-min NWP data. The wind power (15-min) from 1 September 2012
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to 31 August 2013 was used to train the model. The Figure 4 shows the daily peak wind power in
each month.

Figure 4. Historical data of wind power.

In Figure 4, the x axis is time, y axis is the per-unit value of wind power. Because the wind power
fluctuates severely at different times, the data are normalized based on Equation (18).

PN = P/Pmax (21)

where PN is the normalized wind power, P is wind power, and Pmax is the peak daily wind power
from 1 September 2012 to 31 August 2013.

To implement the experiment, we tried to establish an experimental cloudy computing platform
Hadoop, which is composed of five nodes including a 4-core central processing unit (CPU) (Intel
Core i5) and an Ubuntu operation system. The ultra-short-term wind power was individually predicted
by continuous prediction method, simple approximation method, and other methods proposed in
this paper.

In terms of continuous prediction method, the nearest observed values were regarded as the next
predicting values, namely x′i+1 = xi. The simple approximation method is another kind of continuous
method based on phase space reconstruction, and the nearest observed phase points were regarded as
the values of next phase point i, namely, X′

i+1 = Xj+1, where Xj is the nearest phase point of Xi. The
error index was the normal mean absolute error (NMAE) in this paper.

NMAE =
N

∑
i=1

|xi − yi|
N × C

(22)

where xi is the measured wind power, yi is the forecasting wind power, C is the installed capacity of
wind farm, and N is the number of periods being forecasted. More details about NMAE are described
in reference [26].

5.2. Results and Analysis of the Experiment

The embedding dimension and delaying time of wind power series P and NWP series X were
computed by C-C method with 4000 points and 8000 points, respectively. The embedding dimension
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and delaying time of wind power series P were 5 and 18, respectively. The embedding dimension and
delaying time of NWP series P were 6 and 17, respectively.

The number of the most similar sub-series could affect the ultra-short-term wind power prediction.
To optimize the number of most similar sub-series, the number of most similar sub-series ranged from
1 to 10 in the experiment. The experimental results are shown as Figure 5, when the number of most
similar sub-series ranges from 1 to 10.

Figure 5. Relation between the number of most similar sub-series and normal mean absolute error.

Figure 5 shows the relation between NMAE and the number of most similar sub-series. When
fewer of the most similar segments (especially 1) are used to train a multi-variate linear regression
model, the multi-time weighted linear regression becomes a single variable linear regression, and the
results have bigger errors. With increasing K, the errors are slowly reduced. When K is near to the
threshold, the NMAE keeps getting smaller. However, when the K is larger than a certain number, the
errors increase slowly. The reason for this phenomenon is that the dissimilar series could increase the
errors of ultra-short-term WPP. A good result can be achieved when K is between 4 and 8.

Figure 6 demonstrates the relation between forecasting time-scale and errors. When the predicting
time-scale is less than 6 h, the predicting errors are stable and smaller. With an increasing forecasting
time-scale, the average predicting error increases gradually. Figure 6 illustrates that the proposed
model is suitable for ultra-short-term WPP, due to its smaller predicting time-scale.

Figure 6. Relation between time-scale and NMAE.
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Our model is trained with the historical wind power and NWP data from 00:00 of 1 September
2012 to 24:00 of 31 August 2013. When the five most similar segments are used to train the linear
regression model, the experimental results are shown in Figure 7.

Figure 7. Results of wind power predictions. ‘Measured Value’ is the measurement of wind power.
‘PM’ is the forecasting results of persistence method. ‘ARIMA’ is the forecasting results of the
autoregressive integrated moving average. ‘BPNN’ is the forecasting result of the back propagation
neural networks [37]. ‘SPSR’ is the forecasting of the WPP based on single-variable phase space
reconstruction. ‘LSSVR’ is the forecasting results of the WPP based on LSSVR. ‘MPSR-MLR’ is the
forecasting results of the proposed model.

Figure 7 shows that most of the forecasting results of the proposed model are near to the actual
measurements. It proves that MPSR and MLR are suitable for ultra-short-term WPP. The error of the
different models are shown as Figure 8.

Figure 8. The errors of different wind power predictions.
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In Figure 8, ‘PM’ is the errors of the persistence method. ‘ARIMA’ is the errors of the WPP
based on autoregressive integrated moving average. ’BPNN’ is the errors of the WPP based on back
propagation neural networks [37]. ‘SPSR’ is the errors of the WPP based on the single-variable phase
space reconstruction. ‘LSSVR’ is the errors of the WPP based on LSSVR. ‘MPSR-MLR’ is the errors of
the proposed model. The statistical results of errors for different methods are listed in Table 4.

Table 4. Historical data of a wind farm.

No. Methods Max Error (%) Min Error (%) Avg Error (%)

1 PM 389.64 0.75 24.25
2 ARIMA 26.00 0.0114 12.76
3 BPNN 25.16 0.0089 10.40
4 LSSVR 21.24 0.0071 9.34
5 SPSR 22.36 0.0016 11.86
6 MPSR-MLR 14.38 0.0042 6.46

Figure 8 and Table 4 show that PM is not applicable to the seriously fluctuating wind power series.
MPSR-MLR can reduce the predicting errors in the seriously fluctuating wind power series. The error
of our model is lower than that of other WPP methods. MPSR-MLR outperforms SPSR by mining the
correlation of different time series.

6. Conclusions

Various models and methods have been extensively employed in the field of ultra-short-term WPP
as no model is suitable for all conditions and all wind farms. In order to improve the ultra-short-term
WPP, we have proposed a novel model of the ultra-short-term WPP based on the multi-variates
phase space reconstruction and the linear regression in this paper. The proposed model improves
the ultra-short-term WPP by mining the correlation of different time series. The performance is
particularly good, when the wind power series fluctuate seriously. A map/reduce-based parallel
algorithm is implemented on a cloudy computing platform, Hadoop. The research results allow for
three conclusions:

1. Wind power is a chaotic time series, and multi-variate phase space reconstruction can improve
the ultra-short-term WPP by mining the correlation of these wind power series.

2. It is very difficult to forecast wind power, especially when the wind power series fluctuates
seriously. The proposed model improves the performance during the wind ramp drastically.

3. The forecasting speed is accelerated by adopting both the map/reduce-based parallel algorithm
and the cloudy computing platform.

Author Contributions: Conceptualization, R.L. and M.P.; methodology, R.L.; software, R.L.; validation, X.X.
and M.P.; formal analysis, R.L.; investigation, R.L.; resources, R.L.; data curation, R.L.; writing—original draft
preparation, R.L.; writing—review and editing, R.L. and M.P.; visualization, R.L.; supervision, R.L.; project
administration, M.P.; funding acquisition, M.P.

Acknowledgments: The authors would like to acknowledge the support provided by the Natural Science
Foundation of China No. 61472128 and No. 61173108.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Xue, Y.; Yu, C.; Zhao, J.; Li, K.; Liu, X.; Wu, Q.; Yang, G. A Review on Short-term and Ultra-short-term Wind
Power Prediction. Autom. Electric Power Syst. 2015, 39, 141–151.

2. Rafique, M.M.; Rehman, S.; Alam, M.M.; Alhems, L.M. Feasibility of a 100MW Installed CapacityWind Farm
for Different Climatic Conditions. Energies 2018, 11, 2147. [CrossRef]

360



Energies 2018, 11, 2763

3. Xie, W.; Zhang, P.; Chen, R.; Zhou, Z. A Nonparametric Bayesian Framework for Short-Term Wind Power
Probabilistic Forecast. IEEE Trans. Power Syst. 2018. [CrossRef]

4. Khorramdel, B.; Chung, C.Y.; Safari, N.; Price, G.C.D. A Fuzzy Adaptive Probabilistic Wind Power Prediction
Framework Using Diffusion Kernel Density Estimators. IEEE Trans. Power Syst. 2018, 958–965. [CrossRef]

5. Wang, Y.; Liao, W.; Chang, Y. Gated Recurrent Unit Network-Based Short-Term Photovoltaic Forecasting.
Energies 2018, 11, 2163. [CrossRef]

6. Foley, A.; Leahy, P.G.; Marvuglia, A.; McKeogh, E.J. Current methods and advances in forecasting of wind
power generation. Renew. Energy 2012, 31, 1–8. [CrossRef]

7. Khodayar, M.; Wang, J.; Manthouri, m. Interval Deep Generative Neural Network for Wind Speed
Forecasting. IEEE Trans. Smart Grid 2018, 1–16. [CrossRef]

8. Pimkumwong, N.; Wang, M.-S. Online Speed Estimation Using Artificial Neural Network for Speed
Sensorless Direct Torque Control of Induction Motor based on Constant V/F Control Technique. Energies
2018, 11, 2176. [CrossRef]

9. Lu, P.; Ye, L.; Sun, B.; Zhang, C.; Zhao, Y.; Teng, J. A New Hybrid Prediction Method of Ultra-Short-Term
Wind Power Forecasting Based on EEMD-PE and LSSVM Optimized by the GSA. Energies 2018, 11, 697.
[CrossRef]

10. Ozkan, M.B.; Karagoz, P. A Novel Wind Power Forecast Model: Statistical Hybrid Wind Power Forecast
Technique (SHWIP). IEEE Trans. Ind. Inform. 2015, 11, 375–387. [CrossRef]

11. Shi, J.; Ding, Z.; Lee, W.-J.; Yang, Y.; Liu, Y.; Zhang, M. Hybrid Forecasting Model for Very-Short-Term Wind
Power Forecasting Based on Grey Relational Analysis and Wind Speed Distribution Features. IEEE Trans.
Smart Grid 2014, 5, 521–526. [CrossRef]

12. Xu, Q.; He, D.; Zhang, N.; Kang, C.; Xia, Q.; Bai, J.; Huang, J. A Short-Term Wind Power Forecasting Approach
with Adjustment of Numerical Weather Prediction Input by Data Mining. IEEE Trans. Sustain. Energy 2015,
6, 1283–1291. [CrossRef]

13. Safari, N.; Chung, C.Y.; Price, G.C.D. Novel Multi-Step Short-Term Wind Power Prediction Framework
Based on Chaotic Time Series Analysis and Singular Spectrum Analysis. IEEE Trans. Power Syst. 2018, 33,
590–601. [CrossRef]

14. Lee, D.; Baldick, R. Short-Term Wind Power Ensemble Prediction Based on Gaussian Processes and Neural
networks. IEEE Trans. Smart Grid 2014, 5, 501–510. [CrossRef]

15. Chen, L.; Lai, X. Comparision between ARIMA and ANN models used in short-term wind speed forecasting.
In Proceedings of the 2011 Asia-Pacific Power and Energy Engineering Conference, Wuhan, China,
25–28 March 2011; pp. 1–4.

16. Zeng, J.; Qiao, W. Short-Term Wind Power Prediction Using a Wavelet Support Vector Machine. IEEE Trans.
Sustain. Energy 2012, 3, 255–264. [CrossRef]

17. Giorgi, M.G.D.; Campilongo, S.; Ficarella, A.; Congedo, P.M. Comparison between wind power prediction
models based on wavelet decomposition with least-squares support vector machine (LSSVM) and artificial
neural network (ANN). Energies 2014, 7, 5251–5272. [CrossRef]

18. Wu, Q.; Peng, C. Wind power generation forecasting using least square support machine combined with
ensemble empirical model decomposition, principal component analysis and a bat algorithm. Energies 2016,
9, 261. [CrossRef]

19. An, X.L.; Jiang, D.X.; Zhao, M.H.; Liu, C. Short-term preciton of wind power using EMD and chaotic theory.
Commun. Nonlinear Sci. Numer. Simul. 2012, 17, 1036–1042. [CrossRef]

20. Zhang, Y.; Lu, J.; Meng, Y.; Yan, H.; Li, H. Wind power short-term forecasting Based on Empirical Mode
Decomposition and Chaotic Phase Space Recontruction. Autom. Electric Power Syst. 2012, 36, 24–28.

21. Yang, L.; He, M.; Zhang, J.; Vittal, V. Support-Vector-Machine-Enhanced Markov Model for Short-Term Wind
Power Forecast. IEEE Trans. Sustain. Energy 2015, 6, 791–799. [CrossRef]

22. Morshedizadeh, M.; Kordestani, M.; Carriveau, R.; Ting, D.S.-K.; Saif, M. Power production prediction of
wind turbines using a fusion of MLP and ANFIS networks. IET Renew. Power Gener. 2018, 12, 1025–1033.
[CrossRef]

23. Rarki, R.; Thapa, S.; Billinto, R. A Simplified risk-based method for short-term wind power commitment.
IEEE Trans. Sustain. Energy 2012, 3, 498–505.

24. Wen, Y.; Li, W.; Hunag, G.; Liu, X. Frequency dynamaics constrained unit commitment with battery energy
storage. IEEE Trans. Power Syst. 2016, 31, 5115–5125. [CrossRef]

361



Energies 2018, 11, 2763

25. Bitaraf, H.; Rahman, S.; Pipattanasomporn, M. Sizing energy storage to mitigate wind power forecast error
impacts by signal processing techniques. IEEE Trans. Sustain. Energy 2015, 6, 1457–1465. [CrossRef]

26. Zhao, Y.; Ye, L.; Pinson, P.; Tang, Y.; Lu, P. Correlation-Constrained and Sparsity-Controlled Vector
Autoregressive Model for Spatio-Temporal Wind Power Forecasting. IEEE Trans. Power Syst. 2018, 33,
5029–5040. [CrossRef]

27. Cui, B.; Zhao, Z.; Tok, W.H. A Framework for similarity search of Time Series Cliques with Natural Relations.
IEEE Trans. Knowl. Data Eng. 2012, 24, 385–398. [CrossRef]

28. Schramm, R.; Jung, C.R.; Miranda, E.R. Dynamic Time Warping for Music Conducting Gestures Evaluation.
IEEE Trans. Multimed. 2015, 17, 243–255. [CrossRef]

29. Yin, H.; Yang, S.; Ma, S.; Liu, F.; Chen, Z. A novel parallel scheme for fast similarity search in large time
series. China Commun. 2015, 12, 129–140. [CrossRef]

30. Han, M.; Zhang, R.; Qiu, T. Multivariate Chaotic Time Series Prediction Based on Improved Grey Relational
Analysis. IEEE Trans. Syst. Man Cybern. Syst. 2018, 1–11. [CrossRef]

31. Mercorelli, P. Denoising and Harmonic Detection Using Nonorthogonal Wavelet Packets in Industrial
Applications. J. Syst. Sci. Complex. 2007, 20, 325–343. [CrossRef]

32. Johnson, M.T.; Povinelli, R.J.; Lindgren, A.C.; Ye, J.; Liu, X.; Indrebo, K.M. Time-domain isolated phoneme
classification using reconstructed phase spaces. IEEE Trans. Speech Audio Proc. 2005, 13, 458–466. [CrossRef]

33. Zhao, F.; Sun, B.; Zhang, C. Cooling, Heating and Electrical Load Forecasting Method for CCHP System
Based on Multivariate Phase Space Reconstruction and Kalman Filter. Proc. CSEE 2016, 36, 399–406.

34. Jin, J. Research on Optimization of Sorting Algorithm under MapReduce. Comput. Sci. 2014, 41, 155–159.
35. Chen, N.; Qian, Z.; Nabney, I.T.; Meng, X. Wind Power Forecasts Using Gaussian Processes and Numerical

Weather Prediction. IEEE Trans Power Syst. 2014, 29, 656–665. [CrossRef]
36. Han, Y. The Design and Implementation of a Wind Power Forecasting System for Wind Farm in Gansu Province;

University of Electronic Science and Technology of China: Chengdu, China, 2017.
37. Castellani, F.; Astolfi, D.; Mana, M.; Burlando, M.; Meißner, C.; Piccioni, E. Wind power forecasting techniques

in complex terrain: ANN vs. ANN-CFD hybrid approach. J. Phys. Conf. Ser. 2016, 735, 082002. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

362



energies

Article

Leveraging Hybrid Filter for Improving Quasi-Type-1
Phase Locked Loop Targeting Fast Transient Response

Yunlu Li 1, Junyou Yang 1,*, Haixin Wang 1, Weichun Ge 2 and Yiming Ma 1

1 School of Electrical Engineering, Shenyang University of Technology, Shenyang 110870, China;
liyunlu@sut.edu.cn (Y.L.); sutxny_whx@126.com (H.W.); lnmayiming@126.com (Y.M.)

2 Liaoning Province Electric Power Company, Shenyang 110006, China; gwc@In.sgcc.com.cn
* Correspondence: junyouyang@sut.edu.cn

Received: 4 September 2018; Accepted: 16 September 2018; Published: 17 September 2018

Abstract: In renewable energy generation applications, phase locked loop (PLL) is one of the most
popular grid synchronization technique. The main objective of PLL is to rapidly and precisely extract
phase and frequency especially when the grid voltage is under non-ideal conditions. This motivates
the recent development of moving average filters (MAFs) based PLL in a quasi-type-1 system
(i.e., QT1-PLL). Despite its success in certain applications, the transient response is still unsatisfactory,
mainly due to the fact that the time delay caused by MAFs is still large. This has significantly limited
the utilization of QT1-PLL, according to common grid codes such as German and Spanish grid codes.
This challenge has been tackled in this paper. The basic idea is to develop a new hybrid filtering
stage, consisting of adaptive notch filters (ANFs) and MAFs, arranged at the inner loop of QT1-PLL.
Such an idea can greatly improve the transient response of QT1-PLL, owing to the fact that ANFs
are utilized to remove the fundamental frequency negative voltage sequence (FFNS) component
while other dominant harmonics can be removed by MAFs with a small time delay. By applying the
proposed technique, the settling time is reduced to less than one cycle of grid frequency without any
degradation in filtering capability. Moreover, the proposed PLL can be easily expanded to handle dc
offset rejection. The effectiveness is validated by comprehensive experiments.

Keywords: synchronization; adaptive notch filter (ANF); phase-locked loop (PLL)

1. Introduction

With the development of renewable energy system, PLL is widely used in most of grid-connected
power converter applications owing to its simple structure [1]. Synchronous-reference-frame based
PLL (SRF-PLL) is a standard PLL in three-phase grid connected applications, as shown in Figure 1.
Since the open-loop transfer function of its model has two poles at the origin, SRF-PLL can be treated as
a type-2 PLL (a type-N system has N poles at origin). When grid voltages are unpolluted, SRF-PLL can
provide zero phase-error under phase jump and frequency deviation [2,3]. However, its phase-tracking
performance degrades under non-ideal grid conditions owing to the existence of disturbances voltage
components such as FFNS component and harmonics [4]. This motivates the work [5] to integrate
low-pass filters into SRF-PLL, together with moving average filter (MAF) or delay signal cancellation
(DSC) operator, to attenuate disturbances. Despite its success in completely removing harmonics,
it incurs significant degradation of the dynamic performance. This has significantly limited its
applications due to the restriction of common grid codes such as German and Spanish grid codes [6,7].
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Figure 1. Block schematic of SRF-PLL.

In recent years, many PLLs were developed to make improvements in phase tracking performance.
Some type-2 PLLs, such as multiple complex-coefficient-filter-based PLL (MCCF-PLL) [8], dual
second-order generalized integrator based PLL (DSOGI-PLL) [9] and multiple reference frame based
PLL (MRF-PLL) [10], provide a higher bandwidth by using hybrid filtering but high order harmonics
cannot be totally removed. Although some MAF and DSC based hybrid filtering stage can solve this
problem, the time delay induced by MAF or DSC is large. In Reference [11], a differential MAF-PLL
(DAMF-PLL) was proposed. Although the window length (Tω) of its MAF is narrowed, the settling
time is still over one cycle, which can hardly satisfy the requirements in some grid code [12,13].
Recently, a novel PLL structure with rapid transient response was proposed in Reference [14], which is
named quasi-type-1 PLL (QT1-PLL). Some advanced PLLs also improve their dynamic performance
by using QT1 structure. But the filtering capability of these existing quasi-type-1 structure based PLLs
is still unsatisfactory. A brief literature review related to some advanced PLLs mentioned above is
given in Section 2.

To tackle the above technical challenge, this paper develops a new hybrid filtering stage, consisting
of adaptive notch filters (ANFs) and MAFs, arranged at the inner loop of QT1-PLL. Such an idea
can reduce the settling time of QT1-PLL, because ANFs are employed to eliminate the FFNS while
other dominant harmonics can be removed by MAFs with a narrowed window length. By using the
proposed method, the convergence time is reduced to a short time within one grid period without any
degradation in filtering capability. The propose method is motivated from [11]. Moreover, compared
with author’s other two papers [15,16], besides the main difference in filtering technique, this paper
also studies the digital implementation of the proposed method in more detail. The computational
burden is evaluated and the adaptive implementation of MAFs is also discussed. On the contrary,
lacking this part of the discussion [15,16], it is difficult to implement in a practical embedded system.

Our contribution is as follows.

• A novel hybrid filtering stage with narrowed Tω of MAFs is proposed, which can remove
dominant disturbances completely without degrading the dynamic performance.

• In conventional QT1-PLL, only phase margin (PM) is considered in design procedure [14]. In this
paper, the settling times under two adverse grid conditions are directly taken into account in
design guidelines. In addition, PM does not decrease yet.

• To validate the effectiveness of the proposed method, a comprehensive experimental study is
performed which considers many cases such as phase and frequency change, voltage sag and
harmonic polluted grid voltages. The results show that the transient behavior lasts for nearly one
grid period. Compared with QT1-PLL, the settling time is reduced by nearly 40%, which makes it
fulfill the stringent transient response requirement in most grid standard [6,7].

• As a byproduct, the proposed PLL can also handle dc offset by using two more ANFs.
It is examined under dc offset injection condition. This advantage is confirmed by
comparative experiments.

Literature review is presented in Section 2. The suggested hybrid filtering technique and PLL is
introduced and analyzed in detailed in Section 3. The mathematical modeling of the proposed PLL is
derived in Section 4. Section 4 also provides parameter design guidelines and evaluates the stability of
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open-loop system. In Section 5, comparative experiments are implemented to validate performance of
the proposed method.

2. Literature Review

To achieve a satisfactory performance under adverse conditions, many advanced PLLs were
suggested recently. Almost all these PLLs evolved from SRF-PLL. According to control structure, a
general classification of some typical advanced PLLs is depicted in Figure 2. All of these PLLs, except
MAF-PLL and QT1-PLL, use hybrid filter based on low pass filter (LPF) or MAF.

Figure 2. A general classification of typical advanced PLLs.

To achieve a better performance, LPF-based hybrid filtering stage is employed in many advanced
PLLs, such as MCCF-PLL [8], DSOGI-PLL [9] and MRF-PLL [10]. The hybrid filtering stage, which
are usually arranged at the front of Park transformation, can be divided into two parts. One part is
responsible for eliminating FFNS, which can be considered as a notch filter. Another, act as a LPF, is
used to reject other dominant harmonics. Although the bandwidth of these PLLs open-loop system
becomes higher, high order harmonics still remain owing to the usage of LPFs. MAFs and DSCs
can be adopted to overcome this disadvantage. They can act as ideal filters to remove harmonic
disturbance completely. Nevertheless, the transient behavior is slowed down by time delays of MAFs
and DSCs [17]. MAF-based hybrid filtering technique is also developed in recent years. It makes MAF
can fulfill disturbances rejection requirement with a narrowed Tω. In Reference [11], DMAF-PLL is
successful in reducing Tω. However, a big deviation of frequency estimation occurs under a phase
step change condition owing to the differential proportional component, which may bring about an
unexpected tripping operation in some power generation applications [18,19].

Another approach to improve PLL’s transient performance is to reduce the type of a PLL
system. In Reference [20], a hybrid type-1/type-2 PLL with a so-called reconstructor unit was
proposed. This PLL performs as a type-1 PLL under normal grid condition. When grid frequency is
off-nominal, the reconstructor is activated to make the system behave as a type-2 system. Owing to
this variable-structure, this hybrid type1/2 PLL provides a fast response. Motivated by [20], QT1-PLL
was proposed in Reference [14]. The block scheme of QT1-PLL is depicted in Figure 3. Unlike type-2
PLL structure, QT1-PLL has a feed-forward control path. It makes QT1-PLL similar to type-1 PLL
structure. However, from the control viewpoint, it is actually a type-2 system. Compared with
MAF-PLL, it not only provides almost same filtering capability but also achieves less settling time
under a frequency step change condition. Although the disturbance rejection capability is not better
than that of MAF-PLL when grid frequency drifts, it can be simply solved by making the MAFs’
window length adaptive adjust with grid frequency. To expand its application conditions, a hybrid
filter based PLL named HPLL was proposed in Reference [21]. Its filtering stage consists of DSCs
and MAFs. With the employment of DSCs, HPLL offers a dc-offset filtering capability for QT1-PLL.
The disadvantage of QT1-PLL and HPLL is the large delay in MAFs and DSCs. It is a common defect

365



Energies 2018, 11, 2472

of many MAF/DSC based PLLs. In Reference [22], a novel-type-1 PLL (NT1-PLL) implemented in
QT1-PLL structure is proposed. Its filtering stage act as same as that in MCCF-PLL. Although NT1-PLL
provides a much better dynamic performance, the utilization of LPF makes its filtering stage unable to
completely remove high order harmonics disturbance. Consequently, phase-error of NT1-PLL still
exists under distorted grid conditions.

A performance comparison between some of typical PLLs mentioned above is listed in Table 1.
As discussed above, the transient behaviors of most of type-2 PLLs and MAF/DSC based PLLs are
slow. The quasi-type-1 structure shows its advantage in dynamic performance.

Table 1. Performance comparison between some typical PLLs.

Control Structure Sub-Classification Ideal Filtering Capability Dynamic Response

Type-2 Structure

LPF-based PLLs

MCCF-PLL No Slow
DSOGI-PLL No Slow

MRF-PLL No Slow
DDSRF-PLL No Slow

MAF/DSC based
PLLs

MAF-PLL Yes Slow
DSC-based PLLs Yes Slow

DMAF-PLL Yes Average

Quasi-Type-1
Structure

MAF based PLLs QT1-PLL Yes Average
LPF-based PLLs NT1-PLL No Fast

Figure 3. Block scheme of QT1-PLL.

3. The Hybrid Filtering Stage and Proposed PLL

To reduce the settling time of PLLs as small as possible, a hybrid cascaded filtering stage is
incorporated into QT1-PLL structure. The window length of MAFs is narrowed. The proposed PLL
enhances the advantage of QT1-PLL in dynamic performance.

3.1. The Proposed PLL

The scheme of QT1-PLL structure is depicted in Figure 3. vabc is three-phase grid voltage, vd,q is
d,q-axis voltage of vabc. vd and vq are dc components in vd and vq. ωff is the nominal frequency value of
fundamental frequency positive voltage sequence (FFPS). Δω denotes the deviation of input frequency
from ωff. The estimated values of FFPS’s frequency and phase is represented by ω̂ and θ̂+1 .

In three-phase grid applications, unbalanced grid voltages can be decomposed into FFPS, FFNS
and non-triplen odd harmonic sequences [22]. Since these dominant disturbances in αβ-frame turn
to be even harmonics in dq-frame after using Park transformation [23,24], frequency of the lowest
order harmonic which is FFNS component turns to be −100 Hz. FFPS turns to be DC components.
Thus, Tω of MAF is selected to be half a cycle (0.01 s for 50 Hz grid) in QT1-PLL. Table 2 lists the
dominant component in the most practical conditions [25]. Since these components represent grid
voltage vectors, some of their signs are negative to represent that the negative sequence vectors rotate
in counterclockwise direction.

Table 2. Dominant voltage disturbances of grid voltages.

Harmonic order . . . −11 −5 −1 +1 +7 +13 . . .
αβ-frame (Hz) . . . −550 −250 −50 50 350 650 . . .

Harmonic order . . . −12 −6 −2 0 +6 +12 . . .
dq-frame (Hz) . . . −600 −300 −100 0 300 600 . . .
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Figure 4 illustrates the block scheme of the proposed PLL. ANFs are embedded into QT1-PLL.
All disturbances are filtered by the proposed hybrid filtering stage in dq-frame. ANFs are utilized to
eliminate −100Hz FFNS. The rest of harmonics (±300 Hz, ±600 Hz, etc.) are removed by MAFs. Since
the lowest harmonic order turns to be ±6 (±300 Hz components) rather than −2 (−100 Hz component)
in QT1-PLL, Tω of MAF is reduced to be 0.0033 s (1/6 grid cycle).

 

Figure 4. Block scheme of the proposed PLL.

3.2. Hybrid Cascaded Filtering Stage

As introduced above, the proposed filtering stage is composed of ANFs and MAFs. It can provide
an ideal filtering capability and improve the dynamic performance. To achieve this goal, the parameters
in the hybrid filtering stage needs to be properly designed in this part.

Since Tω of MAFs is already set to be 0.0033 s as mentioned above, ANF is the only component to
be designed, which is written as

ANF(s) =
s2 + (2ω̂)2

s2 + 2ω̂ξs + (2ω̂)2 (1)

where ξ is the damping factor and ω̂ is the estimation of grid frequency. For a 50 Hz power system
under normal condition, ω̂ equals to 2π50 rad/s. Figure 5 shows the bode plot of ANF part of filtering
stage with different values of ξ. It is observed that FFNS (−100 Hz) component is eliminated and
FFPS (0 Hz) remains without any change in magnitude or phase. ξ is determined by step response
simulations of ANF(s). The results are depicted in Figure 6. A trade-off is made between the transient
response and peak deviation. Therefore, ξ is selected to be 0.7. Since ANF is an adaptive filter and its
notch frequency depends on the ω̂, the frequency adaptive structure of ANF is necessary and depicted
in Figure 7.

Figure 5. Bode plot of ANF part in filtering stage. ξ = 0.5 (dotted lines), 0.7 (dashed lines),
0.9 (solid lines).
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Figure 6. Step response of ANF(s).

 

Figure 7. The adaptive structure of ANF.

As studied in many literature [26,27], the MAF can be expressed as

MAF(s) =
1 − e−Tωs

Tωs
(2)

Then, the proposed hybrid filtering stage can be expressed as

H(s) = ANF(s)MAF(s) =
s2 + (2ω̂)2

s2 + 2ω̂ξs + (2ω̂)2
1 − e−Tωs

Tωs
(3)

where ξ = 0.7 and Tω = 0.0033 s.
Figure 8 depicts the frequency characteristic of H(s). Observing Figure 8, H(s) has a unity gain

and zero phase shift at 0 Hz. It means H(s) has no impact on FFPS in dq-frame. H(s) also provides zero
gain at frequencies of the dominant disturbances (−100 Hz, ±300 Hz, ±600 Hz, etc.). The dominant
disturbances listed in Table 2 can be totally removed by the proposed hybrid filtering stage.
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Figure 8. Frequency response of the entire hybrid cascaded filtering stage.

3.3. Proposed Hybrid Filter with DC Offset Rejection Capability

In some cases, with DC injection from power converters or A/D conversion, DC offset may
present at the input of PLL. If DC offset rejection is required and necessary in some applications, an
ANF designed to remove DC offset can be included in the inner loop of the proposed method. The
DC offset occurs as −50 Hz voltage sequence vector in dq-frame. Hence, the ANF used for DC offset
removal is expressed as

ANFdc(s) =
s2 + (ω̂)2

s2 + 2ω̂ξs + (ω̂)2 (4)

The whole hybrid filtering stage with ANFdc can be written as

Hdc(s) = ANF(s)ANFdc(s)MAF(s) =
s2 + (2ω̂)2

s2 + 2ω̂ξs + (2ω̂)2
s2 + (ω̂)2

s2 + 2ω̂ξs + (ω̂)2
1 − e−Tωs

Tωs
(5)

where ξ is also 0.7. The frequency response of Hdc(s) is illustrated in Figure 9. It shows that Hdc(s) can
completely remove −50 Hz voltage sequence caused by dc offset and other disturbance components
listed in Table 2.

Figure 9. Frequency response of Hdc(s).
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4. Small-Signal Modeling and Design Procedure

Based on a small-signal model, parameters design procedures are suggested in Section 4.
The transient response under two abnormal conditions are the key factors concerned in the procedure.
The stability analysis is also presented in this section.

4.1. Small-Signal Model

Since the filtering stage of QT1-PLL and the proposed PLL is the major difference, the model
of the proposed method can be simply obtained from that of QT1-PLL (as shown in Figure 10) [14],
by substituting H(s) for MAF. The small-signal model of the proposed PLL is shown in Figure 11.
D(s) represents all disturbances. To be brief, the detailed derivation of the model is not presented.
A simulation is implemented in Section 3 to assess the modeling accuracy.

Figure 10. Small-signal model of QT1-PLL.

Figure 11. Small-signal model of the proposed PLL.

4.2. Parameter Design Guidelines

As already mentioned above, the parameters in the proposed hybrid filter, Tω and ξ are already
selected to be 0.0033 s and 0.7, respectively. Therefore, only k is left to be designed.

Applying block diagram algebra to Figure 11, a simplified small-signal model is achieved in
Figure 12, which is a typical close-loop system. Its open-loop transfer function is

Gol(s) =
θ̂+1 (s)

θ+1 (s)− θ̂+1 (s)
=

(
ANF(s)MAF(s)

1 − ANF(s)MAF(s)

)(
s + k

s

)
(6)

The phase tracking error transfer function is

Ge(s) =
θe(s)
θ+1 (s)

=
θ+1 (s)− θ̂+1 (s)

θ+1 (s)
=

1
1 + Gol(s)

(7)

where θe(s) represents phase error. In response to a phase jump (Δθ), phase-error can be expressed in
s-domain as

ΘΔθ
e (s) =

Δθ

s
Ge(s) (8)

In response to a frequency jump (Δω), phase-error is

ΘΔθ
e (s) =

Δω

s2 Ge(s) (9)

To provide a rapid transient response under both phase and frequency jump conditions, the
settling time is examined by applying inverse Laplace transform to phase-error. As a function of k, the
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variations of 2% settling time for phase jump (solid line) and frequency jump (dashed line) are depicted
in Figure 13. It is obvious that choosing k to be 150 is an optimal value considering both conditions.

Figure 12. The simplified model of the proposed structure.

 

Figure 13. 2% settling time as a function of k.

Since all the parameters are given, the open-loop bode diagram is depicted in Figure 14. PM of
the proposed PLL and QT1-PLL is 45.3 degree and 44.8 degree, respectively. It is enough to ensure
their stability. Compared with QT1-PLL, the crossover frequency of the suggested PLL is bigger. It also
illustrates that all dominant disturbance components listed in Table 2 can be eliminated, completely.

Figure 14. Bode plot of open-loop transfer function in proposed PLL and QT1-PLL.

When dc offset exists in grid voltages and is required to be eliminated in some applications, Hdc(s)
is recommended for this task, which is proposed in the previous section. The design procedure is
similar to the design guidelines mentioned above. For the sake of brevity, it is not presented here.
According to Figure 15, k can be chosen to be 76.5. The corresponding open-loop bode diagram is
depicted in Figure 16. DC component (50 Hz component in dq-frame) is removed by the proposed
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method. The phase margin is 31 degrees at 32.5 Hz, which illustrates that the system is stable.
Compared with QT1-PLL, the bandwidth is bigger.

 
Figure 15. 2% settling time of the proposed PLL (with dc rejection capability) under phase and
frequency jump.

 
Figure 16. Open-loop bode plot of the proposed PLL and QT1-PLL (with dc rejection capability).

4.3. Assessment of Small-Signal Model

To assess the accuracy of the small-signal model, a simulation is carried out under phase jump
(+40◦) and frequency step change (+5 Hz) simulations. As depicted in Figure 17, the model can precisely
predict the transient response of the proposed PLL. For brevity, the assessment of the proposed method
with DC rejection capability is not presented.
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Figure 17. Dynamic behavior of the actual proposed PLL and its model.

4.4. Digital Implementation

The proposed PLL is designed in the continuous-time domain. However, a discrete-time
realization is required in practice. The main difference between the proposed method and QT1-PLL is
ANFs. To discretize ANFs, Back Euler method is used to approximate the integrals in ANF as follow,

1
s
⇔ TS

1 − z−1 (10)

Figure 18 shows the discrete-time realization of ANF. It can be observed that ANF requires five
multipliers, three adders, two subtractors and two stored samples. To assess the computational burden,
Table 3 lists the math operator required in the hybrid filtering stage. Although the proposed PLL
require a little more math operation, it takes much less storage space than QT1-PLL.

Figure 18. Discrete-time realization of ANF.

Table 3. Calculation operators in filtering stage.

Operator +/− ×/÷ Sorted Samples

Proposed PLL 10 10 66
QT1-PLL 2 4 202

The impact of frequency variation of MAF is another thing need to be noticed. If the grid frequency
drifts away from its nominal value, MAF with a fixed window length cannot completely remove
harmonics. Hence, MAFs are frequency-adaptive in the proposed PLL. They can change their window
length based on the online estimation of grid frequency. Several methods can be implemented to realize
a frequency-adaptive MAF. A simplest form to adjust the window length of MAF is to round-down or
round-up Tω/Ts to the nearest integer. However, this method introduces discretization error. To reduce
this error, linear interpolation method is used in this paper, which increases computational burden.
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MAFs used in QT1-PLL, DMAF-PLL are also adaptive in this paper. The detailed linear interpolation
method and frequency MAF implementation can be found in References [20,28].

Figure 19 illustrates the discretization effect of the proposed PLL in simulation. The sample
time used in discretization is 10 kHz. As depicted in Figure 19, the dynamic behaviors in continuous
domain and discrete domain are almost same.

Figure 19. The discretization effect of the proposed PLL.

5. Experimental Results

To validate performance, experimental results are provided and analyzed here. The proposed PLL
is realized in a digital signal processor. The sampling frequency is 10 kHz. A programmable arbitrary
waveform generator, which is built by PC and acquisition board, is utilized to obtain 50 Hz three-phase
voltages signals. DSP board exports the estimated frequency and phase-error through DA conversion
circuit. All waveforms are captured by oscilloscope. Figure 20 shows the experimental setup.

 

Figure 20. Experimental setup.

For comparison, several advanced PLLs are also implemented in the experiments. QT1-PLL [14]
and Novel Type-1 PLL (NT1-PLL) [22] are carried out since they both have quasi-type-1 structure.
DMAF-PLL [11], MCCF-PLLPID [29], MCCF-PLLPI [8] are implemented since their filtering stages are
also hybrid. These PLLs were proposed in recent three years. Their parameters used in experiment can
be found in the literature mentioned above.

5.1. Phase Jump

All PLLs are examined under a +40◦ phase jump voltages condition. Observing the waveforms
in Figure 21, the settling time of the proposed PLL is shortest. Its 2% settling time is about 0.9 grid
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period. NT1-PLL and DMAF-PLL also provide satisfactory dynamic performance. However, an over
30 Hz overshoot occurs in the estimated frequency of DMAF-PLL. It may violate some restriction in
some grid standard [30]. Unexpected tripping operation may be triggered [31]. The settling time of
other three PLLs is almost 35 ms. According to the requirement in transient response mentioned in
many grid standard [6,7,12,13], the estimation of voltage parameters need to be finished within 25 ms.
Hence, QT1-PLL, MCCF-PLLPID, MCCF-PLLPI are not eligible under such condition.

   
(a) (b) (c) 

  

 

(d) (e) 

Figure 21. Experimental waveforms under a +40◦ phase jump: (a) Three-phase voltages; (b,c) Estimated
frequency; (d,e) Phase error.

5.2. Frequency Step Change

Figure 22 illustrates the waveforms under a frequency step change grid condition. As shown, the
proposed PLL and NT1-PLL track the grid frequency in 14 ms and 17 ms, respectively. Furthermore,
within 15 ms, the phase-error of the suggested PLL converges to zero. The frequency tracking transient
response of QT1-PLL and DMAF-PLL are also acceptable. But, the settling time of MCCF-PLLPID,
MCCF-PLLPI is over 30 ms, which cannot meet the requirement of the grid code. On the other
hand, DMAF-PLL, MCCF-PLLPID, MCCF-PLLPI have over +1.5 Hz peak frequency deviation. On the
contrary, other three PLLs have no frequency overshoot.

   
(a) (b) (c) 

Figure 22. Cont.
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(d) (e) 

Figure 22. Experimental waveforms under a +5 Hz frequency step change: (a) Three-phase voltages;
(b,c) Estimated frequency; (d,e) Phase error.

5.3. Frequency Ramp Change

To evaluate the effectiveness during frequency ramp change, voltage frequency is increased from
50 Hz to 55 Hz in 50 ms. The ramp rising rate is +100 Hz/s. As depicted in Figure 23, during the
transient behavior, the suggested PLL has minimum phase-tracking error of 0.7◦. The phase-error of
NT1-PLL is 0.8◦, which is also a small error. Compared with these two PLLs, the phase-errors of other
PLLs are relatively large.

 
(a) (b) (c) 

  

 

(d) (e) 

Figure 23. Experimental waveforms under a +100 Hz/s frequency ramp change: (a) Three-phase
voltages; (b,c) Estimated frequency; (d,e) Phase error.

5.4. Voltage Sag

A test case when three-phase voltages undergo a voltage sag is also carried out. The waveforms
are shown in Figure 24. Owing to the utilization of arc tangent operation, the output of PLL cannot
be influenced by voltage amplitude. Hence, the performance of the proposed PLL, NT1-PLL and
QT1-PLL are not deteriorated. Similar to the result under phase jump condition, DMAF-PLL also has
undesired +13 Hz overshoot in estimated frequency under voltage sag condition.
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(a) (b) (c) 

  

 

(d) (e) 

Figure 24. Experimental waveforms under a 0.5 p.u. voltage sag: (a) Three-phase voltages;
(b,c) Estimated frequency; (d,e) Phase error.

5.5. Distorted Grid Voltages

To examine the filtering capability, an experiment under distorted grid voltage condition is
implemented. To validate the filtering capability under different grid frequency, the grid voltage
undergoes a +5 Hz frequency jump. Table 4 lists the parameters of grid voltages. The experimental
waveforms are depicted in Figure 25.

Table 4. Distorted grid voltage components.

Voltage Sequences (in αβ-Frame) Amplitude (p.u.)

FFPS (+50 Hz) 1
FFNS (−50 Hz) 0.1

−5th voltage sequence (−250 Hz) 0.1
+7th voltage sequence (+350 Hz) 0.05
−11th voltage sequence (−550 Hz) 0.05
+13th voltage sequence (+650 Hz) 0.05

   
(a) (b) (c) 

Figure 25. Cont.
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(d) (e) 

Figure 25. Experimental waveforms under distorted voltage condition with a +5 Hz frequency jump:
(a) Three-phase voltages; (b,c) Estimated frequency; (d,e) Phase error.

With the help of adaptive MAF and ANF, the oscillations under 50 Hz and 55 Hz are totally
eliminated in the proposed PLL. The steady-state phase-errors of DMAF-PLL and QT1-PLL are also
zero under both grid frequency conditions. On the contrary, for the case of NT1-PLL, 0.4 Hz and
1 oscillations error occur MCCF-PLLPID, MCCF-PLLPI also have the same trouble. The oscillations in
phase-error of MCCF-PLLPID, MCCF-PLLPI are 0.7 and 0.2.

5.6. Voltages with DC Offset

To validate the dc rejection capability when grid voltages are polluted by dc offset, 0.2 p.u., 0.1 p.u.
and −0.2 p.u. DC components are suddenly injected to the phases A, B and C, respectively. Since NT1-PLL,
MCCF-PLLPID and MCCF-PLLPI did not consider DC offset in their design procedure, only DMAF-PLL
and QT1-PLL are implemented for comparison. The DC elimination structure and corresponding
parameters of DMAF-PLL can be found in Reference [11]. To eliminate the DC component, Tω of MAF
and k used in QT1-PLL are selected to be 0.02 s and 50 in Reference [21], respectively.

Figure 26 shows the performance of DMAF-PLL, QT1-PLL and the proposed PLL. When DC
offsets are suddenly injected into grid voltages, tracking errors occur in both estimated frequency
and phase error. According to existing grid code [6,7,12,13], 0.2 Hz frequency deviation is selected as
the criterion to define settling time. Compared with other two PLLs, the proposed PLL has a shorter
settling time when DC offsets are suddenly injected into grid voltage.

   
(a) (b) (c) 

Figure 26. Experimental waveforms under a dc offset injection condition: (a) Three-phase voltages;
(b) Estimated frequency; (c) Phase error.

5.7. Summary

Table 5 lists all the experimental results. A comprehensive assessment from different perspective
is given in this section.
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Table 5. Summary of results.

Advanced PLL MCCF-PLLPID MCCF-PLLPI QT1-PLL DMAF-PLL NT1-PLL Proposed PLL

Phase jump (+40◦) - - - - - -

Settling time (2%) ≈1.81 cycles ≈2.5 cycles ≈1.5 cycles ≈1.25 cycles ≈1.1 cycles ≈0.92 cycles

Peak phase-error 11.4◦
(28.5%)

18.74◦
(46.8%) 12.2◦ (30.6%) 11.5◦ (28.8%) 13.2◦ (33%) 14.8◦ (37%)

Peak frequency deviation 16.1 Hz 14.2 Hz 8.9 Hz 33.8 Hz 11.5 Hz 13.1 Hz

Frequency jump (+5 Hz) - - - - - -

Settling time of estimated
frequency (2%) ≈1.74 cycles ≈2.6 cycles ≈1.6 cycles ≈1.3 cycles ≈0.85 cycles ≈0.7 cycles

Peak phase-error 7.9◦ 12.4◦ 7.6◦ 6.1◦ 4.5◦ 4.1◦

Peak frequency deviation 1.6 Hz (32%) 2.5 Hz (50%) 0 Hz (0%) 1.6 Hz (32%) 0 Hz (0%) 0 Hz (0%)

Frequency ramp change
(+100 Hz/s)

- - - - - -

Phase-error 2.3◦ 3.8◦ 1.9◦ 1.4◦ 0.8◦ 0.7◦

Voltage sag (0.5 p.u.) - - - - - -

Settling time of phase-error (1◦) ≈2.7 cycles ≈3.3 cycles 0 cycle ≈2 cycles 0 cycle 0 cycle

Peak phase-error 9.2◦ 8.2◦ 0◦ −12.7◦ 0◦ 0◦

Peak frequency deviation −4.4 Hz −3.1 Hz 0 Hz 13.5 Hz 0 Hz 0 Hz

Distorted grid voltage - - - - - -

Peak-to-peak phase-error 0.7◦ 0.2◦ 0◦ 0◦ 1◦ 0◦

Peak-to-peak frequency error 4.5 Hz 1.1 Hz 0 Hz 0 Hz 0.4 Hz 0 Hz

DC offset injection - - - - - -

0.2 Hz settling time of
estimated frequency - - ≈1.7 cycles ≈2.5 cycles - ≈1.2 cycles

Phase margin 55.4◦ 39.3◦ 45◦ 43◦ 69.9◦ 45.3◦

With a smaller Tω in the hybrid filter, the transient response of the proposed PLL is satisfactory.
It provides fastest transient response in every test cases. Its filtering stage can eliminate disturbances
completely. The dynamic behavior is not affected by voltage sag. In addition, its peak frequency
deviation under +40◦ phase jump is also small.

NT1-PLL also provides a fast transient response. Voltage sag also cannot degrade its phase
tracking performance. However, a major drawback is that it cannot completely eliminate disturbance.
The peak-to-peak phase error of NT1-PLL is biggest. Another imperfection is that NT1-PLL in
Reference [22] did not consider DC offset injection condition.

Compared with the proposed PLL and NT1-PLL, the transient behavior of DMAF-PLL is longer.
Moreover, its frequency deviation during phase jump is large, which is a real risk to be considered in
practical application. This undesired behavior may arise from its differential operation.

The peak deviation of QT1-PLL is the smallest. As same as the proposed PLL and NT1-PLL,
its performance has no impact of voltage sag. But, the dynamic behavior is comparatively slow.
MCCF-PLLPID and MCCF-PLLPI cannot provide satisfactory performance in dynamic behavior and
filtering capability, which is not suitable for grid-connected applications.

6. Conclusions

A new PLL leveraging the hybrid cascaded filtering is proposed in this paper. Through
incorporating well-designed notch filters into the filtering stage of QT1-PLL in cascaded way, the
window length of MAF is reduced and the dynamic performance is significantly improved. Theoretical
analysis and bode diagram demonstrates that new PLL provides a much better dynamic performance
and filtering capability, while the stability margin is still sufficient. Moreover, it is insensitive to the
change of voltage amplitude. The experimental comparisons with the state-of-the-art advanced PLL
designs clearly confirm its effectiveness.
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Abstract: In this paper, the active front-end (AFE) converter topology for the total harmonic distortion
(THD) reduction in a wind energy system (WES) is used. A higher THD results in serious pulsations
in the wind turbine (WT) output power and several power losses at the WES. The AFE converter
topology improves the capability, efficiency, and reliability in the energy conversion devices; by
modifying a conventional back-to-back converter, from using a single voltage source converter (VSC)
to use pVSC connected in parallel, the AFE converter is generated. The THD reduction is achieved
by applying a different phase shift angle at the carrier of digital sinusoidal pulse width modulation
(DSPWM) switching signals of each VSC. To verify the functionality of the proposed methodology,
the WES simulation in Matlab-Simulink® (Matlab r2015b, Mathworks, Natick, MA, USA) is analyzed,
and the experimental laboratory tests using the concept of rapid control prototyping (RCP) and the
real-time simulator Opal-RT Technologies® (Montreal, QC, Canada) is achieved. The obtained results
show a type-4 WT with a total output power of 6 MVA, generating a THD reduction up to 5.5 times
of the total WES current output by Fourier series expansion.

Keywords: active front-end converter; back-to-back converter; permanent magnet synchronous
generator (PMSG); THD; type-4 wind turbine; wind energy system; Opal-RT Technologies®

1. Introduction

Nowadays, the number of wind energy systems (WES) has increased dramatically, as evidence
of this; in 2013, WES were installed in more than 80 countries, generating a power of 240 GW [1],
in 2014, the generation reached a capacity of 369.9 GW [2], in 2015, a production of 432.883 GW was
generated [3]. By the end of 2016 a global generation of 487 GW was installed [4], and in 2021 the
installed capacity is expected to exceed 800 GW [5]. Within the types of variable speed wind turbines
(WT) there are three types: Type-2 (squirrel-cage induction generator (SCIG)), type-3 (double-fed
induction generator (DFIG)) and type-4 (squirrel-cage induction generator (SCIG)/permanent magnet
synchronous generator (PMSG) with full-scale back-to-back converter); in which, type-2 has a 10%
variability in the rotor, type-3 has a 30% variability, and type-4 has 60% in the variability of the
rotor speed [6]. The type-3 (DFIG) wind turbine schemes constitute the majority of variable speed
commerce applications; however, the type-4 WT with a PMSG (WT-PMSG) is an attractive and the best
option since this is not directly connected to the grid, presenting advantages such as: High efficiency,

Energies 2018, 11, 2458; doi:10.3390/en11092458 www.mdpi.com/journal/energies382
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increased reliability, major variable speed operation, and low cost in maintenance and installation,
due the absence of gearboxes [7]. In the type-4 WT-PMSG installation the important aspects to prevent
are associated problems with the wind-nature fluctuations. For example: The flicker generation is
mainly caused by load flow changes, due to its continuous operation [8]; a power factor not unity,
this characteristic happens as the modulation index of the back-to-back converter is not high [9].
Voltage sags occur by the sudden changes in the rotor speed of the type-4 WT-PMSG and cause a
decrement in the transferred power from the dc-link to the grid [10]. A higher total harmonic distortion
(THD) is mainly produced by the power converters switching, this results in serious pulsations in the
type-4 WT-PMSG output power and in several power losses at the WES [11,12]. All these problems can
be mitigated through the full-scale back-to-back converter in the type-4 WT-PMSG scheme, and this
generates the following advantages [13–16]: (i) Bidirectional power flow; (ii) adjustable dc-link voltage;
(iii) a sinusoidal grid-side current with an exchange of active and reactive power. These advantages
are possible because the generated whole power by the type-4 WT-PMSG on the AC grid is supplied
through the back-to-back converter.

However, its implementation is very difficult, since this must handle very high powers of up
to 6 MVA. Notwithstanding, the Active Front-End (AFE) converter topology provides a viable and
efficient solution to improve the power transfer capacity and reliability of the WES quality; the AFE
converter is generated by modifying a conventional back-to-back converter, from using a single voltage
source converter (VSC) to use pVCS connected in parallel, as shown in Figure 1. As evidence, in [3]
the authors describe the principal WT manufacturers, those in low voltage and medium voltage
technologies are classified, generating power ratings of >3 MVA and <3 MVA, respectively. In the open
literature there exists some research works that address the AFE converter topology applied to WES;
for example, in [17] the authors analytically and experimentally present the control method for the
current balance in an AFE power converter of 600 kVA, this is a very important topic in the parallel
connection of power converters, however, the authors make the AFE converter analysis connecting
only two VSCs in parallel, generating: A THD of 4.32% (three times higher than in our research work
with THD of 1.23%); in addition, they use the space vector modulation for the switching of VSCs,
which generates a more complex control if pVSC in parallel are connected.

Figure 1. Type-4 wind turbine (WT) connected at wind energy system (WES) through the active
front-end (AFE) converter parallel topology.

The main goal of this work is the AFE converter topology application for the THD reduction in a
WES and the increase of power transfer between the WT and the AC grid; generating greater capability,
efficiency, and reliability in the energy conversion at the WES.

Contributions from this Work
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In this paper, the AFE converter topology applied in the THD reduction at WES is made. Through
the AFE converter parallel topology the following advantages were possible:

(i) Increased the converter power capacity.
(ii) Minimized size of each VSC unit, which manages a portion of the total nominal power.
(iii) A reduced ripple on the injected current, which improves the voltage quality at the Point of

Common Coupling (PCC).
(iv) An increased equivalent switching frequency, generating a smaller passive filter on the AC-side.
(v) The possibility of THD Reduction at the WES, modifying the Digital sinusoidal pulse width

modulation (DSPWM) switching signals in each VSC.

To verify the functionality and robustness of the proposed methodology, an AFE converter formed
with three VSCs connected in parallel is incorporated, as shown in Figure 1. The WES simulation in
Matlab-Simulink® is analyzed, and the experimental laboratory tests using the concept of rapid control
prototyping (RCP) and the real-time simulator Opal-RT® is achieved. The obtained results show a
WES prototyping that incorporates a type-4 wind turbine with a total output power of 6 MVA and a
THD reduction of up to 5.5 times.

This paper is organized as follows: Section 2 details the modeling of the Type-4 WT-PMSG;
first, the modeling power transfer control between the WT-PMSG and AFE converter is generated;
subsequently, the modeling of the machine-side VSC control, DC-link control and the grid-side
VSC control of the AFE converter is analyzed, and finally, the design of the AFE converter system
parameters is presented. Section 3 presents the modeling of the DSPWM Technique Applied in the
THD Reduction. Section 4 shows the simulated results of a study case for WES. Section 5 presents the
real-time simulation results of a study case for WES using Opal-RT Technologies®. Finally, in Section 6,
the conclusions are presented.

2. Modeling of the Type-4 WT-PMSG

The AFE converter structure consists in two power electronics converters: A machine-side VSC
(MSC) to provide power conversion between medium AC voltage and low DC voltage levels, and a
grid-side VSC (GSC) to generate the voltages required by the consumers [18], for which, the next
sections describe the control modeling of MSC and GSC and these are shown in Figure 2.

Figure 2. Modeling control of WES.
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2.1. Modeling of the Machine-Side VSC Control at AFE Converter

The MSC provides the rotor flux frequency control, thus enabling the rotor shaft frequency to
optimally track wind speed [19]. The time-domain relationship of the VSC AC-side is given by:[

d
(

ih
MSC(t)

)
/dt
]
= −

(
Rh

MSC/Lh
MSC

)[
ih
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]
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(
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)[
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(1)

where h is the MSC three-phase vector (a,b,c), LMSC is the PMSG armature inductance, RMSC is the
PMSG stator phase resistance, vMSC and iMSC are the MSC voltage and current, respectively, vWT-PMSG
is the generated WT-PMSG voltage.

Then, the dq reference frame model derived from the AC-side of the MSC, including the
inductances cross-coupling, is described as:[
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where ωrPMSG is the PMSG rotor angular velocity; λmPMSG is the maximum flux linkage generated by
the PMSG rotor magnets and transferred to the stator windings.

The generated MSC voltage is given by:[
vg

MSC(t)
]
= (1/2)

[
mg

MSC(t) ∗ VDC(t)
]

(3)

where g is the dq components reference frame vector of the MSC, VDC is the DC-link voltage, mg
MSC is

the modulated index vector.
Making LMSC = Ld

MSC = Lq
MSC, the presence of ωrPMSGLMSC in (2) indicates the coupled dynamics

between id
MSC and iq

MSC. To decouple these dynamics, the iq
MSC vector signals are changed, based in

the dq reference frame, i.e.,[
md
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where Ed
MSC(t) and Eq

MSC(t) are two additional control inputs.
The MSC plant is obtained by substituting (4) into (3), subsequently, (3) is substituting into (2)

generating a first order lineal system that, in Equation (5) is described.[
g
MSC(t)

]
= LMSC

[
dig

MSC(t)/dt
]
+ RMSC

[
ig
MSC(t)

]
(5)

Equation (5) in the time domain is represented; its representation in the frequency domain is
shown in (6); which describes a decoupled and first-order linear system, controlled through Eg

MSC(s).[
g
MSC(s)

]
= (sLMSC + RMSC)

[
ig
MSC(s)

]
(6)

Rewriting equation (6), the transfer function representing the MSC plant is given, i.e.,[
ig
MSC(s)

]
=
[

g
MSC(s)

]
(sLMSC + RMSC)

−1 (7)
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With the purpose of tracking the ig
MSC(s) reference commands in the loop, the

proportional-integral (PI) compensators are used, obtaining:

[
g
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]
≈
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kg
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]
=
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(αMSCskpg

MSC + αMSCkig
MSC)

αMSCs

]
=

[(αMSC
s

)( (skpg
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(8)

where kpg
MSC and kig

MSC are the proportional and integral gains, respectively, αMSC=2.2/τMSC is the
MSC bandwidth of the closed loop control and τMSC is compensator response time.

Substituting Equation (8) into (7), the closed-loop transfer function
[
ι
g
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]
is formed:
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ι
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(9)

If in open loop the expression (9) tends to be ∞ when s = jω → 0 , this guarantees that, in closed
loop the system will not have a phase shift delay.

Based on (9), the relation between the plant pole and the PI compensator zero is obtained through
(10), generating the kpg

MSC and kig
MSC control gains.[

kpg
MSC

]
= [αMSCLMSC] = [(2.2/τMSC)LMSC] (10a)

[
kig

MSC

]
= [αMSCRMSC] = [(2.2/τMSC)RMSC] (10b)

Compensator response time, τMSC, in the range from 5 to 0.5 ms is selected, in this case a
τMSC = 2.2 ms is designated.

2.2. Modeling Power Transfer Control between the WT-PMSG and AFE Converter

In the WT-PMSG power transfer modeling the following power-speed characteristics are
considered [20]: (i) The base angular velocity of the WT is determined by the base rotor angular
velocity of the PMSG, ωWTb = ωrPMSGb; (ii) the WES base power is determined by the WT-PMSG
nominal power, PWESb = PWT-PMSGb; iii) the output base power of the AFE converter is determined by
the base WES power, PAFEb = PWESb; this power is transferred from WT to PMSG through the electric
torque, this is represented by:

[TePMSG] = (3/2)
[(

(Ld
MSC − Lq

MSC)i
d
MSCiq

MSC

)
+ (λmPMSGiq

MSC)
]

(11)

where TePMSG is the PMSG electrical torque, Ld
MSC and Lq

MSC are the dq reference frame components of
the PMSG armature inductance.

However, considering that the rotor has a cylindrical geometry, then it is established that,
Ld

MSC = Lq
MSC [21], generating (12):

[TePMSG] = ((3/2)λmPMSG)
[
iq
MSC

]
(12)

Then, to realize the WT-PMSG variable speed control, it is necessary to generate the plant model
that represents it. Therefore, in (13) the dynamic characteristics are shown as a time function so that it
represents: [

d(ωrPMSG)

dt

]
=

1
2H

[TmWT − TePMSG − DωrPMSG(t)] (13)

where D is the PMSG viscous damping, H is the inertia constant (s), TmWT is the WT mechanical torque.
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Equation (13) analyzes the WT-PMSG in the time domain; however, the WT-PMSG plant
representation requires a transfer function to design the ωrPMSG control. By using Laplace
transformation, the WT-PMSG plant in the frequency domain is represented, i.e.,

[ωrPMSG(s)] =
[
(TmWT − TePMSG)(2Hs + D)−1

]
(14)

Equation (14) shows a multiple inputs single output system (MISO); however, because in steady
state it is valid that TmWT ≈ TePMSG, then, in the control design it is considered that TmWT = 0; generating
a single input single output system (SISO), as shown in (15).[
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−TePMSG

]
=

[
1

2Hs + D

]
(15)

With the purpose of tracking the ωrPMSG reference commands in the closed-loop transfer function,
the proportional-integral (PI) compensators are used. The feedback loop
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where kpq
rPMSG and kiq

rPMSG are the proportional and integral gains, respectively.
From (16), the relation between the plant pole and PI compensator zero is obtained and the control

gains using the next expression are generated:[
kpq

rPMSG

]
= [2HαPMSG] = [(2.2/τPMSG)2H] (17a)

[
kiq

rPMSG

]
= [αPMSGD] = [(2.2/τPMSG)D] (17b)

where the subscript τPMSG is the response time by the closed loop of the WT-PMSG first-order transfer
function. This is selected according to the WT-PMSG transferred power and this must be at least ten
times higher than τMSC.

2.3. Modeling of the Grid-Side VSC Control of the AFE Converter

The GSC is used to keep the DC-link constant, transferring the generated power between the
WT-PMSG and AC grid. The time-domain relationship of the VSC AC-side is given by:[
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where l is the VSC three-phase vector (a,b,c ), LGSC and RGSC are the RL filter parameters through which
the AFE converter is connected to the grid, vGSC and iGSC are the GSC voltage and current, respectively;
vWES is the generated WES voltage.

Then, from (18) the derived dq model is described as:
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where ω0 is the WES angular frequency; the generated GSC voltages are given by:

vk
GSC(t) = (VDC/2)

[
mk

GSC(t)
]

(20)

where k is the dq components reference frame vector of the grid-side VSC, mk
GSC is the modulated

index vector.
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Making LGSC = Ld
GSC = Lq

GSC, the presence of ω0LGSC in (19) indicates the coupled dynamics
between id

GSC and iq
GSC. Decoupling these dynamics changes md
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where Ed
GSC(t) and Eq

GSC(t) are two additional control inputs.
The GSC plant is obtained by substituting (21) into (20), subsequently, (20) is substituting into (19)

generating a first order lineal system, this in Equation (22) is described as:

LGSC

[
dik

GSC(t)/dt
]
=
[

k
GSC(t)

]
− RGSC

[
ik
GSC(t)

]
(22)

The frequency domain of the Equation (22) is shown in (23); which describes a decoupled,
first-order, linear system, controlled through Ek

GSC(s). Also, Equation (23) represents the grid-side
VSC plant. [

ik
GSC(s)

]
=
[

k
GSC(s)

]
(sLGSC + RGSC)

−1 (23)

With the purpose of tracking the ik
GSC(s) reference commands in the closed loop, the

proportional-integral (PI) compensators are used, obtaining:

[
k
GSC(s)

]
≈
[
kk

GSC(s)
]
=

[
(αGSCskpk

GSC + αGSCkik
GSC)

αGSCs

]
=

[(αGSC
s

)( (skpk
GSC + kik

GSC)

αGSC

)]
(24)

where kpk
GSC and kik

GSC are the proportional and integral gains, respectively.
The feedback loop ιkGSC(s) is:

[
ιkGSC(s)

]
=
[
ikre f
GSC(s)− ik

GSC(s)
]
=

[(αGSC
s

)( (skpk
GSC + kik

GSC)

αGSC

)(
1

sLGSC + RGSC

)]
(25)

The relation between the plant pole and the PI compensator zero is obtained in (26), generating
the kpk

GSC and kik
GSC control gains and αGSC=2.2/τGSC is the GSC bandwidth of the closed-loop control.[

kpk
GSC

]
= [αGSCLGSC] = [(2.2/τGSC)LGSC] (26a)[

kik
GSC

]
= [αGSCRGSC] = [(2.2/τGSC)RGSC] (26b)

where τGSC is selected from 5 to 0.5 ms based on the transferred power.

2.4. The DC-Side Control of the AFE Converter

GSC improves the DC-link control. The time-domain relationship of the DC-link of the AFE
converter is given by:

[dVDC(t)/dt] = [IDC(t)/CDC]− [VDC(t)/(CDC·RDC)] (27)

The sum of currents entering the capacitor is:

[IDC(t)] =
1
2

c

∑
l=a

ml
GSC(t)

[
il
GSC(t)

]
(28)
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The functionality of the AFE converter requires that:

VDC ≥ |2(vWESL−L)| (29)

The DC-link control is calculated through the stored energy in the capacitor, that is,

[UDC(s)] = (CDC/2)
[
V2

DC(s)
]

(30)

where UDC is the stored energy in the capacitor and CDC is the DC-link capacitance.
Considering that UDC(s) ≈ PGSCref(s), and using the d reference frame component of grid-side

VSC plant described in (22) the DC-link control is made, generating the active power control, that is:[
PGSCre f (s)

]
= (CDC/2)

[
V2

DCre f (s)− V2
DC(s)

][
Ed

GSC(s)
]

(31)

The reactive power control is made with the q reference frame component of the GSC plant
described in (22), that is, [

QGSCre f (s)
]
=
[

QWESre f (s)− QWES(s)
][

d
GSC(s)

]
(32)

where QWES is the presented reactive power at the WES.
It is important to consider that, the subscript τWES presented in (32) must be at least ten times

higher than τGSC.

2.5. System Parameters Design of the AFE Converter

The correct operation of the type-4 WT control depends on the precise design of the AFE
converter parameters; thus, the element’s values of the MSC are obtained from the WT-PMSG
nominal power, PWT-PMSG, that is: the current is iMSC = (2/3)(PWT-PMSG/vMSC); the machine-side
impedance is ZMSCt = vMSC/iMSC, thus, the MSC works with 15% of the total WT-PMSG impedance,
i.e., ZMSC = (0.15)ZMSCt; from the WT-PMSG characteristics the following parameters are taken: LMSC,
RMSG, D, H. The element’s values of the GSC are obtained from the WES nominal power, but to
achieve PWES = PWT-PMSG iGSC is generated using iMSC = (2/3)(PWES/vGSC); the grid-side impedance
is ZGSCt=vGSC/iGSC the GSC works with 15% of the total WES impedance, i.e.,: ZGSC = (0.15)ZGSCt;
therefore, LGSC is calculated with LGSC = ZGSC/ω0, the RGSC value varies according to the transferred
power, in a range from 0.1 Ω to 0.5 Ω; the base WES capacitance CWES is calculated with
CWES = 1/(ZGSCω0). Then, a better time response in the WES feedback is achieved, since the LMSC
and RMSC values are used in (10), H and D values are used in (17), LGSC and RGSC values are used in
(26), to obtain the system feedback gains. It is important to establish that from the generated active
power by the GSC, vWES is kept constant in the presence of any perturbation; for which, it is essential
to calculate the correct capacitance value that maintains the DC-link compensation. This is determined
from the base DC-link capacitance, i.e., CDC = (3/8)CWES, determining the store energy in Equation (30).

3. Modeling of the DSPWM Technique Applied in the THD Reduction

Digital modulation techniques are the most generalized framework in the control of modern
power electronics converters applications. Digital sinusoidal pulse width modulation (DSPWM) is a
modulation technique created by the internal generation of the modulated and carrier signals using a
digital controller [22].

THD reduction is achieved by modifying the DSPWM switching signals in each VSC. This is
carried out by applying a different phase shift angle in each carrier signal of each VSC; the modulated
signal angle is not changed. Then, the output signals (voltage or current) of each VSC are added.
In this paper, the AFE converter is built with three VSC connected in parallel. Figure 3 shows the
comparison between the modulated (without phase shift angle) and carrier (with phase shift angle)
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signals, generating the DSPWM signal (phase a) corresponding to each VSC connected in parallel.
The correct phase shift angle between each carrier signal is established putting up different values of
total phase shift angle at the WES, see Figure 2. The analysis is shown in Table 1.

Figure 3. Digital sinusoidal pulse width modulation (DSPWM) signal applied to each voltage source
converter (VSC) connected in parallel (phase a).

In Table 1 it is observed that the angle that generates a lower THD is 3π/2; hence, this angle
divides the number of VSCs placed in parallel, i.e.,

θp = (3π/2)/p (33)

where p is the number of VSC connected in parallel and θp is the carrier signal phase shift angle of
each VSC.

Table 1. Analysis of different phase shift at the carrier signal.

Total Phase Shift (θp)
Carrier Phase Shift in Each VSC

% Total Harmonic Distortion (THD)
θ1 θ2 θ3

0 0 0 0 6.8%
π/6 0 π/18 π/9 4.33%
π/3 0 π/9 2π/9 1.99%
π/2 0 π/6 π/3 2.054%
2π/3 0 2π/9 4π/9 1.271%
5π/6 0 5π/18 5π/9 1.608%
π 0 π/3 2π/3 4.616%

7π/6 0 7π/18 7π/9 5.635%
4π/3 0 4π/9 8π/9 2.864%
3π/2 0 π/2 π 1.239%
5π/3 0 5π/9 10π/9 1.36%

11π/6 0 11π/18 11π/9 1.867%
2π 0 2π/3 4π/3 2.756%
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The n-harmonics content is calculated through the Fourier series expansion, i.e.,

F(t) = C0 +
∞

∑
n=1

(
Cn

MSC,GSC cos(nω0t + σ)
)

(34)

where n is the harmonic number, Cn
MSC,GSC =

√
(an

MSC,GSC)
2 + (bn

MSC,GSC)
2,

σ = tan−1(bn
MSC,GSC/an

MSC,GSC) and C0 = a0/2.
The magnitude of each harmonic is calculated by,

an
MSC,GSC =

2
T

(∫ T/2

−T/2
F(t) cos(nω0t)dω0t

)
(35)

bn
MSC,GSC =

2
T

(∫ T/2

−T/2
F(t) sin(nω0t)dω0t

)
(36)

To calculate the THD in the AFE converter, the individually equivalent circuit of each three-phase
VSC is analyzed.

A three-phase VSC equivalent circuit is shown in Figure 4.

Figure 4. Three-phase VSC equivalent circuit.

The three-phase VSC is represented by the next equation,⎡⎢⎣ 2(Z ∗ ia) −(Z ∗ ib) −(Z ∗ ic)

−(Z ∗ ia) 2(Z ∗ ib) −(Z ∗ ic)

−(Z ∗ ia) −(Z ∗ ib) 2(Z ∗ ic)

⎤⎥⎦
MSC,GSC

=

⎡⎢⎣
⎛⎜⎝ va − vb

vb − vc

vc − va

⎞⎟⎠
MSC,GSC

−

⎛⎜⎝ va − vb

vb − vc

vc − va

⎞⎟⎠
WT−PMSG,WES

⎤⎥⎦ (37)

Using Kirchhoff’s current law (KCL), the currents flowing towards the MSC or/and GSC node
must be equal to the currents leaving the MSC or/and GSC node, i.e.,

ic
MSC,GSC = −

(
ia
MSC,GSC + ib

MSC,GSC

)
(38)
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Replacing equation (38) in (37) gives line-to-line current of the MSC or/and GSC, i.e.,⎡⎢⎣ iab
MSC,GSC

ibc
MSC,GSC

ica
MSC,GSC

⎤⎥⎦ =

(
1

3Zh,l
MSC,GSC

)⎛⎜⎝
⎡⎢⎣ va − vb

vb − vc

vc − va

⎤⎥⎦
WT−PMSG,WES

−

⎡⎢⎣ va − vb

vb − vc

vc − va

⎤⎥⎦
MSC,GSC

⎞⎟⎠ (39)

where vWT-PMSG represents the WT-PMSG voltage, vWES exemplifies the WES voltage, vMSC,GSC is
the VSC AC-side output voltage of MSC or/and GSC, and Zh,l

MSC,GSC is the AC-side filter of MSC
or/and GSC.

The vMSC,GSC value depends on Mh,l
MSC,GSC signal modulation. The modulated and carrier signals

implement the DSPWM technique of Figure 3; these have modulation frequencies of 60Hz (ω0) and
7kHz (f ω), respectively.

The carrier signal is composed by an up-slope and a down-slope, calculated as,

Ct1 p = 1 − ((4/ f ω)
(
ω0t1 − θp

))
(40)

Ct2 p =
(
(4/ f ω)

(
ω0t2 − ( f ω/2)− θp

))− 1 (41)

where Ct1,t2p is the composed carrier signal, θp is phase shift angle of each VSC, f ω is switching
frequency of the carrier signal, t1 is the time for the up-slope, t2 is the time for the down-slope.

Time t1 for up-slope is:
θp ≤ t1 ≤ (( f ω/2) + θp

)
(42)

Time t2 for down-slope is: (
( f ω/2) + θp

) ≤ t2 ≤ ( f ω + θp
)

(43)

Modulated signals in each VSC are described by the carrier signal time, that is:

Mh,l
t1 p = cos(t1 + ϕ)

Mh,l
t2 p = cos(t2 + ϕ)

(44)

where h,l = a,b,c the VSC phases in MSC and GSC, respectively, and ϕ is the corresponding angle of
each phase in the modulated signal.

The comparison between modulated and carrier signals defines the DSPWM signal,
its representation is:

DSPWMh,l
t1 p =

∣∣∣Mh,l
t1 p ≤ Ct1 p

∣∣∣
DSPWMh,l

t2 p =
∣∣∣Mh,l

t2 p ≤ Ct2 p

∣∣∣ (45)

Multiplying the DSPWM signal and DC voltage amplitude generates the VSCs output voltage for
each phase value in MSC and GSC, i.e.,

vh,l
MSC,GSC = VDC ∗ DSPWMh,l

MSC,GSC (46)

The WT-PMSG voltage vh
WT−PMSG is generated by,

vh
t1WT−PMSG = PMSG(cos(ωrPMSGt1 + θrPMSG))

vh
t2WT−PMSG = PMSG(cos(ωrPMSGt2 + θrPMSG))

(47)

where PMSG is the WT-PMSG amplitude voltage and φ is the corresponding angle of each phase in
the three-phase WT-PMSG.
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And the WES voltage vl
WES is produced by,

vl
t1WES = WES(cos(ω0t1 + φWES))

vl
t2WES = WES(cos(ω0t2 + φWES))

(48)

where WES is the AC grid amplitude voltage and φWES is the corresponding angle of each phase in the
three-phase WES grid.

The output current in each VSC is calculated as,[
ih,l
t1 MSC,GSC

]
= (1/(3ZMSC,GSC) )

([
vh,l

t1WT−PMSG,WES

]
−
[
vh,l

t1 MSC,GSC

])[
ih,l
t2 MSC,GSC

]
= (1/(3ZMSC,GSC) )

([
vh,l

t2WT−PMSG,WES

]
−
[
vh,l

t2 MSC,GSC

]) (49)

The harmonic content spectrum to obtain the THD is required. By using (35), (36), and (49) the
spectrum is calculated as,

an
MSC,GSC =

( 2
T
)[(∫ ( f ω/2)+θp

θp

(
ih,l
t1 MSC,GSC cos(nω0t1)

)
dω0t1

)
+
(∫ f ω+θp

( f ω/2)+θp

(
ih,l
t1 MSC,GSC cos(nω0t2)

)
dω0t2

)]
(50)

bn
MSC,GSC =

( 2
T
)[(∫ ( f ω/2)+θp

θp

(
ih,l
t1 MSC,GSCsin(nω0t1)

)
dω0t1

)
+
(∫ f ω+θp

( f ω/2)+θp

(
ih,l
t2 MSC,GSCsin(nω0t2)

)
dω0t2

)]
(51)

For the harmonic content of the output current signal, the magnitude of the individual harmonics
is calculated for each VSC connected in parallel to the MSC and GSC and these are added, i.e.,

an1
MSC,GSC + an2

MSC,GSC + . . . + anp
MSC,GSC (52)

bn1
MSC,GSC + bn2

MSC,GSC + . . . + bnp
MSC,GSC (53)

where p is the number of VSCs placed in parallel and n is the number of harmonics.
The THD in the AFE converter output current is,

THDih,l
MSC,GSC =

∣∣∣∣∣∣
⎛⎝ 1

C1p
MSC,GSC

⎞⎠√ ∞

∑
n=2

(
Cnp

MSC,GSC

)2

∣∣∣∣∣∣ ∗ 100 (54)

where C1p
MSC,GSC is the fundamental harmonic magnitude and Cnp

MSC,GSC is the ntth harmonic magnitude.
Finally, the lower THD content in the output current of the AFE converter is generated when the

output current signals of each VSC are added, i.e.,

ih,l
MSC,GSC = ih,l

MSC1,GSC1 + ih,l
MSC2,GSC2 + . . . + ih,l

MSCp,GSCp (55)

Figure 5 shows the flow diagram that describes the generated method for a lower harmonic
content, represented from Equations (33) to (55).
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Figure 5. Flow diagram for the lower total harmonic distortion (THD) generation.

4. Simulation Results: Study Case for WES

In this paper, Matlab-Simulink® (Matlab r2015b, Mathworks, Natick, MA, USA) and Opal-RT
Technologies® module (OP-5600) (Montreal, QC, Canada) are the main elements in the WES real-time
simulation, since the OP-5600 module uses the rapid control prototyping (RCP) concept, which allows
testing of the control law without the need for any programming code.

In Figure 2, the simulated WES is shown. It contains a WT-PMSG to supply the MSC, the AFE
parallel converter and the infinite bus (considered as an ideal voltage source) to supply the GSC. The
MSC and GSC are connected to WT-PMSG and the AC grid through RL filters, both converters are
formed by three VSCs connected in parallel and each one is designed to possess a power and voltage
of 2 MVA and 2.5 kV, respectively. The characteristics of the WT-PMSG are described in Table 2.
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Table 2. Wind turbine-permanent magnet synchronous generator (WT-PMSG) characteristics.

Wind Turbine (WT)

Nominal output power 2 MW Base wind speed 12 m/s
Pitch angle 45 deg base generator speed 1.2 pu

Permanent Magnet Synchronous Generator (PMSG)

Mechanical input −8.49 × 105 N.m. Stator resistance 8.2 × 10−4 Ω
Armature inductance 1.6 × 10−3 H Flux linkage 5.82

Viscous damping 4.04 × 103 N.m.s Inertia 2.7 × 106 kg.m2

Pole pairs 4 Rotor type Round

To verify the correct WES operation in Figure 2, in Figure 6 the behavior of the WT mechanical
torque and the PMSG electric torque are analyzed.

Figure 6. The behavior of the WT mechanical torque and the permanent magnet synchronous generator
(PMSG) electric torque in the presence of wind fluctuations. (a) Wind fluctuations; (b) mechanical and
electric torque.

Figure 6a details the wind fluctuations applied to the WT, which are generated in
Matlab-Simulink® by a rotor wind model developed by RISOE National Laboratory based on Kaimal
spectra. Figure 6b shows the behavior of the WT mechanical torque and the PMSG electric torque in the
presence of wind fluctuations. It is possible to observe that the electric torque follows the mechanical
torque behavior, due to the effective structure of the MSC closed-loop control.

Figure 7 shows the generated current by the WT-PMSG, which is controlled through the MSC of
the AFE parallel converter. Because the MSC is formed using the parallel connection of three VSCs,
each VSC can handle one third of the total current generated by the WT; Figure 7a–c illustrates the
current in the (1), (2), and (3) VSCs, respectively, and in Figure 7d the MSC total current is shown.
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Figure 7. Current present in machine-side VSC (MSC) of Active Front-End (AFE) parallel converter.
(a) (1) VSC; (b) (2) VSC; (c) (3) VSC; (d) total current.

While, the main MSC function is the rotor flux frequency control, generating the power conversion
between medium AC voltage and low DC voltage levels, the most important GSC function is to keep
the DC-link constant, transferring the generated power between the WT-PMSG and AC grid in the
voltages required by the consumers.

Figure 8a shows that the DC-link remains constant at 5kV, because, when the MSC requires a
reactive power exchange, due to the wind fluctuations of Figure 6a, the GSC restores the DC-Link,
and at the same time injects the needed reactive power, as shown in Figure 8b.

Figure 8. DC-Link and Reactive Power controlled by the grid-side VSC (GSC). (a) DC-link voltage;
(b) exchange of reactive power in WES.

Figures 9–11 detail the applied DSPWM to each of the VSCs connected in parallel for the correct
operation of the GSC, at the stability time from 4.5 to 4.509 ms. In Figure 9, it can be seen that both the
carrier signal of Figure 9a and the modulated signal of Figure 9b start at the same time, i.e., the carrier
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signal does not present any phase shift, generating the DSPWM signal in Figure 9c, this is applied to
the first VSC connected in parallel in the GSC. In Figure 10, the DSPWM generation applied to the
second VSC connected in parallel to the GSC is shown; in Figure 10a, a phase shift of π/2 (rad/s) in
the carrier signal is observed. This is compared with the modulated signal of Figure 10b, originating
the DSPWM with the phase shift of Figure 10c. Finally, in Figure 11, the DSPWM signal applied to the
third VSC connected in parallel of the GSC is presented; in Figure 11a the carrier is observed with a
phase shift of π (rad/s) with respect to the modulated signal of Figure 11b, generating the DSPWM of
Figure 11c.

Figure 9. DSPWM signal applied to the control of the first VSC connected in parallel in GSC. (a) Carrier
signal; (b) modulated signal; (c) DSPWM.

Figure 10. DSPWM signal applied to the control of the second VSC connected in parallel in GSC.
(a) Carrier signal; (b) modulated signal; (c) DSPWM.

397



Energies 2018, 11, 2458

Figure 11. DSPWM signal applied to the control of the third VSC connected in parallel in GSC.
(a) Carrier signal; (b) modulated signal; (c) DSPWM.

Figure 12 shows the electrical variables present at the GSC when the corresponding phase shift in
the carriers of each VSC connected in parallel is performed, according to Equation (33). Figure 12a
shows the (1) VSC current generated due to the phase shift at the carrier of Figure 9a; in which, a zoom
in time is made from 9.9 to 10.1 s, observing the current magnitude and behavior in the presence of the
reactive power exchange at Figure 8b. Figure 12b shows the (2) VSC current generated due the phase
shift at the carrier of Figure 10a; Figure 12c shows the (3) VSC current generated due the phase shift
at the carrier of Figure 11a; in Figure 12a–c, each current magnitude is 330 A, generating a total GSC
current of 990 A, as seen in Figure 12d; Figure 12e details a zoom in time from 9.9 to 10.1 s, observing
the generated voltage at the GSC, the magnitude of which corresponds to 2500 V.

Figure 12. Electrical variables generated by the GSC. (a) Zoom of the handled current at the (1) VSC;
(b) the handled current at the (2) VSC; (c) the handled current at the (3) VSC; (d) total current; (e) zoom
at the magnitude voltage.
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Finally, the current THD is shown in Figure 13; Figure 13a contents the THD without any phase
shift between carriers of each VSC of the AFE converter, which corresponds to 6.8%. Please observe
that, in Figure 13b, when the corresponding phase shift is performed in the carriers, the current THD
is reduced to 1.239%, as specified in Table 1. The Figure 13 shows the harmonics magnitude reduction
or even their elimination, once the phase shift between carriers has been made. The THD was reduced
by approximately 5.5 times.

(a) (b)

Figure 13. THD present at the WES. (a) Without phase shift between carriers of each VSC; (b) with
phase shift between carriers of each VSC.

5. Real Time Simulation Results: Study Case for WES using Opal-RT Technologies®

To verify the robustness of the applied control in the AFE converter and the THD reduction at the
WES, the grid of Figure 2 in real time using the Opal-RT Technologies® is simulated; generating an
RCP concept that tests the WES dynamics without the need for any programming code. Specifically,
the VSC of the AFE converter is composed by the insulated gate bipolar transistor (IGBTs), these use
a switching frequency of 7 kHz. Figure 14a shows the wind fluctuations generated by a rotor wind
model developed by RISOE National Laboratory based on Kaimal spectra. Figure 14b contains the
mechanical torque behavior generated by the wind turbine, and in response to the applied control at
the MSC, the PMSG electric torque is able to follow the same behavior.

Figure 14. Behavior of the WT mechanical torque and the PMSG electric torque in the presence of
wind fluctuations simulated in the Opal-RT Technologies®. (a) Wind fluctuations; (b) Mechanical and
Electric torque.
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Figure 15 presents the main electrical variables of the WES simulated in real time by OPAL-RT®.
Figure 15a contains the current portion that handles the first VSC connected in parallel; as can be
seen, as only three VSCs are connected in parallel, each one handles only a third of the total current
generated by the MSC. The total current is presented in Figure 15b, and this is transferred by the
WT-PMSG to the AC grid through the AFE converter. In Figure 15c, the generated voltage by the
MSC is observed. It is important to mention that the main objective of the GSC is to support the
constant DC-link in the presence of any disturbance (such as voltage/current variations due to wind
fluctuations or reactive power exchanges by the behavior of the WT). This is evidenced in Figure 15d
and is possible due to the applied control robustness. Figure 15e shows the GSC ability to exchange
reactive power, that is, the ability of the injection/absorption of 6 MVA into the AC grid. Figure 15f
contains the handled current portion by the first VSC connected in parallel at the GSC; similarly, as
only three VSCs are connected in parallel, each one handles only a third of the total current generated
by the GSC; the total current is presented in Figure 15g. Finally, in Figure 15h, the handled voltage
by the GSC is observed, this is taken from the PCC attached to the AC grid. The THD of the handled
total current by the GSC is generated through the OPAL-RT®. The generated THD without phase shift
between the carriers of each VSC connected in parallel corresponds to 8.85%. The produced THD
once the phase shift between the carriers of each VSC is made corresponds to 2.18%, and the phase
shift from equation (33) is calculated; therefore, it is demonstrated that making the WES real-time
simulation and applying the phase shift between the carriers of each VSC, the THD can be reduced up
to four times.

Figure 15. Electrical variables generated at the WES simulated in the Opal-RT Technologies®. (a) The
handled current by the (1) VSC of MSC; (b) total current handled by the MSC; (c) voltage present at
the MSC; (d) DC-Link voltage controlled by the GSC; (e) reactive Power controlled by the GSC; (f) the
handled current by the (1) VSC of GSC; (g) total current handled by the GSC; (h) voltage present at
the GSC.
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Finally, it is important to mention that, the block –written to file– produces the results of Figures 14
and 15 in the MATLAB–Simulink® interface; this allows plotting the variables in MATLAB windows
in order to have a better presentation.

6. Conclusions

In this paper, the AFE converter topology has been analyzed for the THD reduction in a WES.
The WES has been formed by a WT-PMSG connected to the AC grid through an AFE converter.
The AFE converter topology has been made from the use of a single VSC to use pVCS connected
in parallel.

The effective THD reduction has been made through the variation in the DSPWM technique
applied to each VSC, that is, applying a different phase shift angle at the carrier signals of each VSC
connected in parallel, while the modulated signal angle has been kept constant.

To verify the robustness to the applied control, the WES control law has been simulated in real
time using the Opal-RT Technologies®, generating an RCP concept, which tests the WES dynamics
without the need for any programming code.

The obtained results have shown a type-4 WT with total output power of 6MVA generates a THD
reduction up to 5.5 times of the total WES current output by Fourier series expansion.
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Nomenclature

αGSC GSC bandwidth of the closed-loop control
αMSC MSC bandwidth of the closed-loop control
ϕ Modulated signal angle
φ WT-PMSG three-phase angle
φWES WES three-phase angle
λmPMSG PMSG maximum flux linkage
θp Phase shift angle of each VSC
τGSC GSC compensator response time
τMSC MSC compensator response time
τPMSG PMSG compensator response time
ωrPMSG PMSG rotor angular velocity
ωrPMSGb PMSG base rotor angular velocity
ωWTb WT base angular velocity
ωo WES angular frequency
AFE Active Front-End
Ct1,t2p Composed carrier signal
CDC DC-link capacitance
CWES WES capacitance
D PMSG viscous damping
DFIG Double-fed induction generator
DSPWM Digital sinusoidal pulse width modulation
DSPWMGSC Modulated index vector at GSC
DSPWMMSC Modulated index vector at MSC
EGSC GSC control input
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EMSC PMSC control input
fω Switching frequency
GSC Grid-side VSC
H Inertia constant
iGSC GSC current
iMSC MSC current
irPMSG PMSG rotor current
IDC DC-link current
kiGSC GSC integral compensator gain
kiMSC MSC integral compensator gain
kirPMSG PMSG integral compensator gain
kpGSC GSC proportional compensator gain
kpMSC MSC proportional compensator gain
kprPMSG PMSG proportional compensator gain
LGSC GSC inductance
LMSC WT-PMSG armature inductance
MSC Machine-side VSC
p Number of VSC in parallel
PCC Point of Common Coupling
PGSCref GSC active power reference
PMSG Permanent magnet synchronous generator
PWESb WES base power
PWT-PMSGb WT-PMSG base power
PAFEb AFE converter base power
QGSCref GSC reactive power reference
QWESref WES reactive power reference
QWES WES reactive power
RCP Rapid control prototyping
RDC DC-link resistance
RGSC GSC resistance
RMSC MSC resistance
s Laplace operator
SCIG squirrel-cage induction generator
Superscript d d axis of dq reference frame
Superscript g MSC dq components vector
Superscript h MSC three-phase vector
Superscript k VSC dq components vector
Superscript l VSC three-phase vector
Superscript n Harmonic number
Superscript q q axis of dq reference frame
Superscript ref Corresponding Reference value
t1 up-slope time
t2 down-slope time
TePMSG PMSG electrical torque
THD Total Harmonic Distortion
TmWT WT mechanical torque
UDC Energy capacitor
vGSC GSC voltage
vWES WES voltage
vWESL-L WES line to line voltage
vMSC WT-PMSG voltage
vWT Wind turbine voltage
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vWT-PMSG Generated WT-PMSG voltage
VDC DC-link voltage
VDCref DC-link voltage reference
VSC voltage source converter
WES Wind Energy System
WT Wind Turbine
ZGSCt GSC impedance
ZGSC Total WES impedance
ZMSC Total WT-PMSG impedance
ZMSCt MSC impedance
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Abstract: In this paper, a droop washout filter controller (DWC), composed of a conventional droop
controller and a washout filter controller, is proposed. The droop controller is used to ensure the
“plug-and-play” capability, and the droop gain is set small. The washout filter is introduced to
compensate the active power dynamic performance (APDP). Compared to the droop controller,
the DWC can achieve accurate active power sharing and smaller frequency difference without losing
the APDP. Additionally, a novel modeling technology is proposed, using which a small-signal model
for an island microgrid (MG) is constructed as a singular system. The system’s stability is analyzed
and the DWC is verified using real-time (RT-LAB) simulation with hardware in the loop (HIL).

Keywords: microgrid (MG); droop control; washout filter; hardware in the loop (HIL)

1. Introduction

Due to the environmental pollution of fossil energy, distributed generators (DGs), such as
photovoltaic panels, have attracted great attention and their use is increasing rapidly. To effectively
integrate DGs, microgrid (MG) is introduced [1]. In an MG, the DG units, such as photovoltaic panels,
are always installed through power electronic units in parallel, which make them adjustable. An MG
should remain stable in island mode. The load should be shared by each DG proportionally when an
MG operates in island, where all DGs are connected in parallel.

By imitating the operations of synchronous in power system, the droop control strategy is
applied to achieve power sharing in an AC MG for its advantages such as no need for communication;
however, it also has many disadvantages such as frequency difference and poor reactive power sharing,
which many papers have analyzed [2,3]. To solve its defect, a secondary control strategy is widely
adopted, which can find the global information of an MG [4]. However, the secondary control always
needs additional communication links. When there are no communication links or the communication
fails, an MG must operate stably and meet the system needs.

To improve the active power dynamic performance (APDP) of a DG embedded with the droop
strategy, various control strategies have been put forward [5–9]. Another DOF (degree of freedom)
is added in [5], in which the derivative term is introduced to achieve a better APDP [7]. In [6],
the coefficients of the derivative control loop among DGs are set proportionally. The APDP is improved
by introducing derivative control with an adaptive coefficient which is small [8]. In [9], the angle
and frequency droop control strategies are combined to improve the performance of active power
output. A washout, i.e., the lack of low-frequency component of output power, filter control strategy is
proposed in [10]. It is actually a band-pass filter (BPF) to restore the voltage and frequency without
communication. However, the over dependence on the initial state makes it weak on “plug-and-play”.
In [11], a secondary controller based on washout filter is proposed which analyzes the parameter
setting conditions of the secondary controller. In this paper, a droop washout filter controller (DWC) is
proposed which combines the conventional droop controller and the washout filter. Compared with the
washout filter controller presented above, the DWC maintains important advantage of “plug-and-play”
in the droop control loop. Compared with the controller that only contains droop controller, the droop
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coefficient could be set smaller, which results in a smaller frequency difference in the steady state,
and the APDP can be compensated by the washout filter control loop.

The stability of the MG embedded with the DWC is analyzed using small signal method in this
paper. In [12], the entire model of an inverter based MG is established in state-space form, which has
been adopted by many articles [11,13–20]. The active load is modeled and its characteristics are
analyzed in [13]. In [14], the accurate model of an islanded MG with the phase-locked loop (PLL) is built
and discussed. Using the singular perturbation technique, the states of the inductor-capacitor-inductor
(LCL) filter and PLL block are divided as fast states, which reduced the system order and calculation
burden [15]. In [16], a system with the internal model controller is modeled and discussed. To find
the optimal set of proportional parameters in inner controllers and droop gains, an objective function
is designed on the basis of the small signal model of an MG using genetic algorithm [17]. An MG
which contains current source DGs and voltage source DGs are modeled in [18]. In these articles, a key
technology named virtual resistor is used, using which each component in an MG could be modeled
together, and it is first presented in [12]. By analyzing the system, we found that the virtual resistor
technology works by introducing several poles which are away from the imaginary axis when the
virtual resistor value is very large. In this paper, the virtual resistor technology is abandoned and an
islanded MG is remodeled as a singular system [21].

The structure of this paper is as follows. The conventional droop controller and the washout filter
controller are analyzed in Section 2. In Section 3, the DWC, which combines the droop controller and
washout filter controller, is presented. In Section 4, the model of an MG is constructed embedded with
the DWC. The stability of an islanded MG, which is composed of two inverters and an impedance load,
is analyzed in Section 5. The hardware in the loop (HIL) simulation results are presented in Section 6
to show the validity of the DWC. Finally, the conclusions are summarized in Section 7.

2. Frequency and Voltage Amplitude Deviations Analysis

2.1. Conventional Droop Controller

The line impedances are assumed to be mainly inductive in this paper. The power flow between
two nodes can be expressed as:

P =
E1E2

X
δ (1)

Q =
E1(E1 − E2)

X
, (2)

where E1 and E2 are the voltage amplitudes, δ is the phase angle difference, and X is the line impedance.
From the two equations, it can be informed that the real power is proportional to δ; and the reactive
power is determined by the difference between E1 and E2 with fixed line impedance.

Using the dq theory, the instantaneous output power p and q, are given by

p = vodiod + voqioq (3)

q = vodioq − voqiod. (4)

The power controller received the measured output power through a low pass filter (LPF),
which can be expressed as:

P =
ω f

s + ω f
p (5)

Q =
ω f

s + ω f
q, (6)

where ω f is the cut-off frequency.
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The conventional droop control scheme can be expressed as:

ω = ω∗ − mp(P − P∗) (7)

V = V∗ − nq(Q − Q∗), (8)

where ω and V are the angular velocity and amplitude of the output voltage, ω∗ and V∗ are the
reference values, P∗ and Q∗ are the reference values of active and reactive power, and mp and nq are
the active and reactive power droop coefficients, respectively.

The active power output is adjusted by the frequency. However, it is directly determined by the
phase angular and not the frequency from Equation (1). The relation between them is

Δδ =
1
s

Δω. (9)

From Equation (8), it can be seen that the amplitude difference is necessary for reactive power
sharing. However, Δω is not necessary theoretically. The relationship between them in the steady state
can be expressed as:

Δω = −mpΔP (10)

ΔV = −nqΔQ, (11)

where ΔV = V − V∗, ΔP = P − P∗ and ΔQ = Q − Q∗.

2.2. Washout Filter

The washout filter controller is a BPF without the low frequency component and can eliminate
the frequency and amplitude deviations of output voltage in theory. As explained in [10], the control
mechanism of the washout filter controller could be expressed as:

ω = ω∗ − mp· s
s + ωh

·(P − P∗) (12)

V = V∗ − nq· s
s + ωh

·(Q − Q∗), (13)

where ωh is the cut-frequency of the high pass filter (HPF). By examining Equations (5), (6), (12) and (13),
it can be derived that the following equation should be satisfied.

ωh < ω f . (14)

From Equations (5), (6), (12) and (13), the washout filter is a BPF indeed, as explained in [11].
When a load change happens, the selected frequency signals can be used by each DG to adjust its output
power which is proportional to the droop coefficients mp and nq. To remove the low-frequency signals,
the last parts of Equations (12) and (13) should be zero theoretically in the steady state. Compared
to the droop controller, the washout filter will not lead to frequency and amplitude deviation. It can
achieve active power sharing at the same time. However, the lack of low-frequency signals leads to its
inability to “plug and play”, which is shown in Section 6.

Equation (2) shows that the reactive power sharing relies on voltage amplitudes deviation between
different nodes. If the amplitude restores to the rated value for each DG, there will be no amplitude
deviation between each DG, and the reactive power output will be inversely proportional to the
line impedance value if the network topology is star [22,23], which indicates that the washout filter
controller does nothing on reactive power sharing in the steady state.
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3. Proposed Control Strategy

As explained in Section 2, the conventional droop can achieve power sharing and “plug and play”
but with frequency and amplitude differences of the output voltage. The washout filter can easily
eliminate the frequency and amplitude differences, but with poor reactive power sharing and cannot
realize “plug and play”. Inspired by this, a novel control strategy which combines the two control
strategies together is proposed in this part, as shown in Figure 1. The droop control loop consists of an
LPF, which makes it maintain the “plug and play” advantage, and the washout filter control loop aims
to compensate the APDP caused by the small droop coefficient. Thus, the control scheme of the DWC
can be derived as:

ω = ω∗ − ml ·(P1 − P∗)− mh· s
s + ωh

·(P2 − P∗), (15)

where P1 = ωl1
s+ωl1

p, P2 = ωl2
s+ωl2

p, ml is the droop coefficient, and mh is the washout filter coefficient.
The DWC consists of two independent frequency bands whose frequency characteristics are shown in
Figure 2. It should be noted that there is no size relationship between ωl1 and ωh. When ωh = ωl1 and
ωl2 � ωl1, the DWC degenerates to a PD (proportional–differential) control method [6,9], where the
differential coefficient is mh

ωh
.
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+
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Figure 1. The study microgrid (MG) and the droop washout filter controller (DWC). DC: direct-current;
PWM: pulse width modulation; PI: proportional integral.

dB

0

ml mh

3

0

Figure 2. Frequency characteristics of the DWC.

Regardless of the difference between ωl1 and ωl2 and combined with Equation (1), Equation (15)
can be rewritten as:

ω − ω∗ = −ml ·(P1 − P∗)− 1
ωh

·dω

dt
− ml + mh

ωh
·E1E2

X
·(ω − ωg

)
, (16)

where ωg is the frequency of the MG. Comparing Equation (16) and the virtual synchronous generator
control equation in [24], which can be expressed as:

ω − ω∗ = −ml ·(Pout − P∗)− Jmlω
dω

dt
− Dml ·

(
ω − ωg

)
, (17)
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where J is the virtual inertia and D is the damping factor, it can be derived that⎧⎨⎩ J = 1
ωml ωh

D =
1+

mh
ml

ωh
· E1E2

X

. (18)

Thus, the APDP of the DWC can be adjusted by tuning ωh and mh [25].
With the analysis above, the correspondence between different control strategies can be

summarized as:

1. The “P-f” droop control strategy is equivalent to J = 0 and D = 0 [24].

2. The “PD” control strategy [5–9] is equivalent to J = 0 with D = mh
ml

· E1E2
X .

3. The washout filter control [10] is equivalent to removing the parameter ml .
4. The DWC is equivalent to the “PD” controller with ωh = ωl1 and ωl2 � ωl1.
5. The DWC is equal to the virtual synchronous generator control strategy with ωl2 = ωl1.

Since the washout filter cannot reduce amplitude difference, the reactive power controller adopts
the conventional Q − V droop controller as follows:

V = V∗ − nl ·(Q − Q∗), (19)

where Q = ωl1
s+ωl1

q, and nl is the reactive power control loop coefficient.
The coefficient ml of each inverter should be set as [26]:

ml,iΔPi = ml,jΔPj. (20)

Considering the APDP of the inverters, the same rule applies to coefficient mh

mh,iΔPi = mh,jΔPj. (21)

Since the frequency difference in the steady state has nothing to do with washout filter, it only
relies on the droop controller. To reduce the frequency difference in the steady state, the value of
ml should be set smaller compared to the conventional droop controller. However, small droop
gain always leads to slow dynamic adjustment process, which is not desired. As analyzed above,
the DWC can be seen as a virtual synchronous generator controller, so the APDP can be compensated
by regulating ωh and mh.

The inner control loop includes a voltage controller which is a PI (proportional–integral) regulator
and a current controller which is a P regulator.

4. Small Signal Model

The small signal model of an islanded MG embedded with the DWC is constructed as a singular
system in this section. Based on the model, the stability is analyzed. Before modeling, some symbols
need to be defined. Suppose the system has “m” nodes, “s” inverters, “n” lines, and “p” load points [12].
The complete model consists of a differential algebraic part and an algebraic part. Since the differential
equations has been discussed by many articles [4,12–15], the details of some matrices are given in
Appendix A and not repeat in each section.

4.1. Differential Algebraic Equations

4.1.1. Load and Network Models

The state equations of loads which are general resistive and inductive loads are expressed
as follows:
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ELOAD

.[
ΔiloadDQ

]
= ALOAD

[
ΔiloadDQ

]
+ B1LOAD

[
ΔvbDQ

]
+ B2LOAD[Δω][

ΔiloadDQ
]
= CLOAD

[
ΔiloadDQ

]
[
ΔvbDQ

]
=
[

ΔvbDQ,1 ΔvbDQ,2 · · · ΔvbDQ,m

]
,

(22)

where ELOAD is a unit matrix of 2p-dimensions and Cload is a unit matrix of 2p-dimensions, too.
The model of the network can be represented by the following equations:

ENET

.[
ΔilineDQ

]
= ANET

[
ΔilineDQ

]
+ B1NET

[
ΔvbDQ

]
+ B2NET [Δω][

ΔilineDQ
]
= Cline

[
ΔilineDQ

]
,

(23)

where ENET and Cline are two unit matrixes of 2n-dimensions.

4.1.2. Singular Inverter Model

Power Controller: To model the power controller, Equation (15) needs to be rewritten as:

Δω = Δω1 + Δω2, (24)

where Δω1 = −ml ·ΔP1, and Δω2 = −mh· s
s+ωh

·ΔP2. Combining with Equation (9), the relations
between the power angles and active power variables can be expressed as [27]:{

Δδ1 = −ml
s ·ΔP1

Δδ2 = −mh· 1
s+ωh

·ΔP2
. (25)

By linearizing Equations (19) and (25), the model of the power controller can be expressed as:

EP

.[
Δxp
]
= AP

[
Δxp
]
+ BP

⎡⎢⎣ Δildq
Δvodq
ΔioDQ

⎤⎥⎦+ BPωcom[Δωcom]

[
Δv∗odq

]
= CPV

[
Δxp
]

[Δω]= CPω

[
Δxp
]

. (26)

In Equation (26), [
Δxp
]
=
[

Δδ1 Δ2 ΔP1 ΔP2 ΔQ
]T

. (27)

Voltage and Current Controllers: As the voltage controller is a PI regulator and the current is a P
regulator, they are formulated together for convenience:

EVC

.[
Δ∅dq

]
= [0]

[
Δ∅dq

]
+ BVC1

[
Δv∗odq

]
+ BVC2

⎡⎢⎣ Δildq
Δvodq
ΔioDQ

⎤⎥⎦
[
Δv∗idq

]
= CVC

[
Δ∅dq

]
+ DVC1

[
Δv∗odq

]
+ DVC2

⎡⎢⎣ Δildq
Δvodq
ΔioDQ

⎤⎥⎦,

(28)

LCL Filter: The LCL filter can be modeled as follows:

ELCL
.

[Δxlcl ] = ALCL[Δxlcl ] + BLCL1

[
Δvidq

]
+ BLCL2

[
ΔvbDQ

]
+ BLCL3[Δω] (29)
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In Equation (29),

[Δxlcl ] =
[

Δildq Δvodq Δiodq

]T
. (30)

Common Frame Transformation: For the convenience of system modeling, the small signal
model of each inverter can be built separately. Every DG’s dq transformation is on its local reference
frame (d − q). However, the output variables of each component should be converted to the common
reference frame (D − Q) to construct a whole system, and the transformation equations for these
variables could be written as [12]: [

ΔioDQ
]
= TS

[
Δiodq

]
+ TC[Δδ] (31)

[
Δvbdq

]
= T−1

S
[
ΔvoDQ

]
+ T−1

V [Δδ]. (32)

Complete Model of an Individual Inverter: The complete model of an individual inverter consists
of the circuit part and the controller part which has 13 state variables. The complete model of an
inverter can be expressed as:

EINVi
.

[Δxinvi]= AINVi[Δxinvi] + BINVi
[
ΔvbDQi

]
+ Biωcom[Δωcom][

Δω

ΔioDQi

]
=

[
CINVwi
CINVci

]
[Δxinvi],

(33)

where
[Δxinvi] =

[
Δxpi Δ∅dqi Δxlcli

]T
. (34)

4.1.3. Combined Model of All Inverters

As an individual model of an inverter has been built, the combined model of all inverters in an
islanded MG can be expressed as follows:

EINV
.

[ΔxINV ]= AINV [ΔxINV ] + BINV
[
ΔvbDQ

][
ΔioDQ

]
= CINVc[ΔxINV ],

(35)

where
[ΔxINV ] =

[
Δxinv,1 Δxinv,2 · · · Δxinv,s

]T
. (36)

4.2. Algebraic Equations

Using Kirchhoff’s current law (KCL) for each node, it is easy to derive that

[0]
[
ΔvbDQ,i

]
=
[
ΔioDQ,i

]− [ΔiloadDQ,i
]
+ ∑

jεG

[
ΔilineDQ,ji

]
, (37)

where G is a set which contains the nodes connected to node i, and ΔvbDQ,i are algebraic variable.
Applying this relation to all nodes in the system, it can be obtained that

MINV
[
ΔioDQ

]
+ MNET

[
ΔilineDQ

]
+ MLOAD

[
ΔiloadDQ

]
= 0, (38)

where MINV , MNET and MLOAD are the mapping matrix of the network structure of the system and
are detailed defined in [12].
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4.3. Complete Microgrid (MG) Model

By combing all of the inverters, loads, distribution lines and the relations of coupling states,
the complete state matrix of an MG can be obtained as:

Esys

.[
Δxsys

]
= Asys

[
Δxsys

]
, (39)

where [
Δxsys

]
=
[

ΔxINV ΔilineDQ ΔiloadDQ ΔvbDQ

]
(40)

Esys =

⎡⎢⎢⎢⎣
EINV 0 0 0

0 ENET 0 0
0 0 ELOAD 0
0 0 0 02m×2m

⎤⎥⎥⎥⎦

Asys =

⎡⎢⎢⎢⎣
AINV 0 0 BINV

B2NETCINVω ANET 0 B1NET
B2LOADCINVω 0 ALOAD B1LOAD

MINVCINVc MNETCline MLOADCLOAD 02m×2m

⎤⎥⎥⎥⎦.

(41)

The matrix Esys is singular obviously, which indicates that the system is a singular system.

5. Stability Analysis

The small signal model built in Section 4 is singular. To analyzed the system, a determinant is
defined as:

Δ(s) :=
∣∣sEsys − Asys

∣∣. (42)

The stability of the system is determined by the roots of Δ(s). A simple method to observe the
stability of the system is checking whether the real parts of all its finite eigenvalues are negative. If all
are negative, the system is stable [28]. The pencil (sEsys − Asys) is regular when Δ(s) is not identically
zero. The model of an MG is always regular since it is a physical dynamical system [29].

In this paper, DG1 is chosen as the common reference frame, so Δδ1 and Δδ2 in DG1 are ignored
in calculation [15]. The eigenvalues can be easily calculated with function “eig(A,B)” in MATLAB
(MathWorks, Natick, MA, USA), where “A” corresponds to Asys, and “B” corresponds to Esys.

In this section, the MG shown in Figure 1 is analyzed. Its complete model is constructed using the
procedure shown in Section 4. The eigenvalues of the system can be found using the method described
above. The parameters of the MG are shown in Table 1, and the steady points, which are measured
from a MATLAB/SIMULINK simulation, of the MG are summarized in Table 2.

Table 1. Test System Parameters.

Parameter Value Parameter Value

VDC 800 V fs 5 kHz
ml1 6.3 × 10−6 Vg 380 V (line-line)
mh1 6 × 10−5 rL f 0.1 Ω
nl1 0.001 L f 1 mH
ωl1 20 π rad/s Cf 800 μF
ωl2 60 π rad/s rLc 0.03 Ω
ωh 40 π rad/s Lc 0.3 mH
Kpv 0.1 ω0 50 Hz
Kiv 150 rline,1 0.12 Ω
Kpc 0.002 Lline,1 1.2 mH

Rload 10 Ω rline,2 0.08 Ω
Lload 5 mH Lline,2 0.8 mH
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Table 2. Initial Conditions.

Parameter Value Parameter Value

Vod (10.0 309.5) Voq (0 0)
Iod (20.0 10.1) Ioq (−1.2 −4.2)
Ild (20.0 10.1) Ilq (76.6 73.2)
Vbd (309.6 309.2 307.5) Vbq (29.6 27.6 23.9)

Ilined (20.0 10.1) Ilineq (−0.81 −3.4)
δ0 (−0.2 0) Iloadq (30.3 −2.6)

The root loci of the system are shown in Figure 3. Figure 3a is the eigenvalues for the parameters
given in Table 2. The eigenvalues labeled Load are mainly affected by the load parameters. The modes
labeled Inner controllers are sensitive to the voltage and current controllers. In the group labeled
LCL filter, the modes are associated with the LCL filter parameters. The modes shown in Power
controller group are sensitive to the power controller parameters. The modes labeled Washout filter
are associated with the frequency parameters of the washout filter. Since the parameter ωl2 has little
effect on the dominant poles, the root locus is not shown here.

Figure 3b shows the trajectory of the three dominant poles as the droop coefficients ml1 changes
from 6 × 10−6 to 6 × 10−4, where ml2 is always two times of ml1. The influence of λ1 and λ2 is easily
analyzed. λ3 could be seen as an inertial link. When droop coefficients increase, the eigenvalues λ1 and
λ2 move towards vertical axis and the eigenvalue λ3 moves away from it, which improve the dynamic
performance of the system, but oversized droop coefficients cause system oscillation and instability.

 
(a) (b) 

 

 

 

 

 

 

 

 
(c) (d) 

Figure 3. Dominant root locus of the system: (a) eigenvalue spectrum of MG state matrix; (b) dominant
root locus as ml1 ∈ [6 × 10−6, 6 × 10−4]; (c) dominant root locus as mh1 ∈ [0, 1.4 × 10−3];
and (d) dominant root locus as ωh ∈ [0, 125.6]. LCL: inductor-capacitor-inductor.
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Figure 3c shows the root locus of mh1 as it moves from 0 to 1.4 × 10−3, where mh2 is always two
times mh1. When mh1 increases, the three dominate poles move close to the imaginary axis. On the one
hand, λ1 and λ2 increase the dynamic performance of the system but make it more oscillatory. On the
other hand, λ3 suppresses the oscillation but increases the adjustment time of the system. To improve
the dynamic performance, λ1 and λ2 should be set close to the imaginary axis.

Figure 3d shows the root locus of ωh as it moves from 0 to 125.6, which results in the dominant
poles moving away from the imaginary axis. Considering Figure 3c,d, the λ1 and λ2 could have more
flexible assignment by adjusting parameters ωh and mh. Thus, the larger ωh is, the faster the dynamic
performance is. However, considering the impact on the inner control loop, it is set as 40 π in this
paper. There is another design shown in the next section. In that design, ωh should be set very small,
and mh is several times ml .

To sum up, the droop coefficient ml could be set smaller compared to the conventional principle
to reduce the frequency difference in the steady state, and the washout filter could be added to
compensate the APDP.

6. Real Time Simulation Results

The DWC is verified in real-time simulations with HIL [30]. The MG shown in Figure 1 is
simulated in RT-LAB (Opal-RT, Montreal, QC, Canada) and the controllers run in STM32F407 MCUs
(STMicroelectronics, Geneva, Switzerland). The real-time simulation apparatus is shown in Figure 4.

Controller 1
Oscilloscope

RTLAB

Controller 2

Load
R1X1

DG1

R2X2

DG2

DC Link DC Link
Inverter Inverter

In RTLAB

ioabc,1
voabc,1

ilabc,1 PWM

ioabc,2
voabc,2

ilabc,2

 
Figure 4. Hardware in the loop (HIL) simulation setup for the study system.

6.1. Performance Comparison with the Conventional Droop Controller

To verify the DWC on APDP and frequency deviation compared to the conventional droop
control strategy, the performances of the two control strategies are compared in this section. Different
frequency ranges are selected of the washout filter to shown the performance of the DWC. The active
power performance is presented in Figure 5 and the corresponding frequency performance is presented
in Figure 6, which is defined as:

Δω = ω0 − ω. (43)

The parameters are listed in Table 1. The droop coefficients of the active power control loop for
the two DGs are set as 6.3 ×10−6 and 12.6 ×10−6 in the three cases. Initially, the MG is in steady state.
At t = 1.5 s, a resistive load of 15 kW is connected to the MG. Figure 5a shows the performance of
droop control method. The droop coefficients in Figure 5b is two times of Figure 5a. Figure 5c shows
the performance in which the washout filters coefficients ωh and ωl2 are set as 40 π and 60 π, mh1 and
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mh2 are set as 5 ×10−4 and 1 ×10−3, respectively. In Figure 5d, ωh and ωl2 are set as 0.4π and 20π and
mh1 and mh2 are set as 1.9 ×10−5 and 3.8 ×10−5. The results are listed in Table 3. In Figure 5a,b, it can
be seen that the APDP can be improved by increasing the droop coefficient, but it also increases the
frequency deviation in Figure 6a,b.

Table 3. Dynamic performance.

Figures 5 and 6 a b c d

Adjustment Time (ms) 600 350 350 300
Overshoot (%, DG2) 23 15 10 15

Frequency deviation (rad) 0.08 0.16 0.08 0.08

In Figure 5c, the washout filter is designed in high-frequency band. As analyzed in Section 5,
the eigenvalues are close to the imaginary axis in this design, which means the dynamic performance
of the system is fast. In Figure 5d, the washout filter is designed in low-frequency band. Although
the eigenvalue distribution is similar, the virtual inertia and damping factor are bigger compared
with Figure 5c. Figure 6c,d shows the corresponding frequency dynamic performances. In Figure 6c,
the frequency changes rapidly, as parameter ωh is large (small virtual inertia). Conversely, the frequency
changes slowly in Figure 6d, as ωh is small (large virtual inertia). In Figures 5 and 6, it can be seen that
the system using he DWC can achieve a better APDP with the same frequency deviation in the steady
state compared to the droop controller.

0

P1

P2

4KW
500ms

Load 
change

600ms

(a) 
0

P1

P2

4KW
500ms

Load 
change

350ms

(b) 

P1

P2

0

Load 
change 4KW

500ms

350ms

(c) 

P1

P2

0

Load 
change 4KW

500ms

300ms

 
(d) 

Figure 5. Active power sharing performance: (a) droop controller with ml1 = 6.3 × 10−6,
ml2 = 1.26 × 10−5; (b) droop controller with ml1 = 1.26 × 10−5, ml2 = 2.52 × 10−5; (c) DWC with large
ωh; and (d) DWC with small ωh.
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0.08rad
500msLoad 

change

 

_0 

(a) 

0.08rad
500ms

Load 
change

 

_0 

(b) 

0.08rad
500msLoad 

change

 

_0 

(c) 

_0 

0.08rad
500msLoad 

change

 

(d) 
Figure 6. Frequency deviations performance: (a) droop controller with ml1 = 6.3 × 10−6,
ml2 = 1.26 × 10−5; (b) droop controller with ml1 = 1.26 × 10−5, ml2 = 2.52 × 10−5; (c) DWC with large
ωh; and (d) DWC with small ωh.

6.2. Performance Comparison with the Washout Filter Controller

The “plug-and-play” capabilities of the washout filter controller and the DWC are shown in
Figures 7 and 8. The parameters of the washout filter are ωh = 0.4π and ωl2 = 20π. The coefficients
are ml1 = 1 × 10−6, ml2 = 2 × 10−6, mh1 = 2 × 10−6, and mh2 = 4 × 10−6.

Disconnected Reconnection

Synchronization

P1

P2

5KW
5s

P_0

 
Figure 7. Performance of the washout controller under feeder disturbance.

Disconnected
Reconnection

Synchronization

P1

P2
5KW5s

P_0

 
Figure 8. Performance of the DWC under feeder disturbance.
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In Figure 7, there is only a washout filter control loop in the power controller. From t = 0 s to
t = 10 s, the system is under steady state. The output power of the two DGs are 9 kW and 6 kW,
respectively, the ratio of which does not meet the designed 2:1. At t = 10 s, DG2 is disconnected from
the MG and, at t = 20 s, the synchronization process starts. When the angular and voltage amplitude
meets the requirements, DG2 is reconnected to the MG. At this moment, the active power outputs are
13 kW and 2 kW, respectively. The operating point does not meet the requirement and is different with
the operating point from 0 s to 10 s. Figure 7 shows the washout filter is weak on “plug-and-play” for
the lack of static component. Figure 8 shows that the output power of the two DGs are 10 kW and
5 kW from 0 s to 10 s and from 30 s to 50 s, respectively, which indicates the sharing is accurate both
before the line disconnection and after the line reconnection. Figure 8 verifies the “plug-and-play”
capabilities of the DWC.

7. Conclusions

In this paper, an improved droop control strategy that combines the droop controller and washout
filter controller is proposed, obtaining the advantages of both. The DWC can achieve “plug-and-play”
with the droop control loop, and the washout filter controller is used to improve the APDP. The droop
gains could be small to reduce the frequency difference in the steady state, and the washout filter is to
compensate the APDP loss in this paper. In addition, a complete singular small signal model of an MG
using the DWC is rebuilt. Using the singular model, the stability of the system is discussed. Finally,
an MG embedded with the DWC has been tested with HIL, which demonstrates the effectiveness of
the DWC on frequency deviation and APDP.
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Appendix A

The state space matrices of the load model are described here.

ALOAD =

⎡⎢⎢⎢⎢⎣
Aload,1 0 · · · 0

0 Aload,2 · · · 0
...

...
. . .

...
0 0 · · · Aload,p

⎤⎥⎥⎥⎥⎦
2p×2p

B1LOAD =

⎡⎢⎢⎢⎢⎣
B1load,1
B1load,2

...
B1load,p

⎤⎥⎥⎥⎥⎦
2p×2m

B2LOAD =

⎡⎢⎢⎢⎢⎣
B2load,1
B2load,2

...
B2load,p

⎤⎥⎥⎥⎥⎦
2p×2m
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Aload,i =

⎡⎣ −Rload,i
Lload,i

ω0

−ω0
−Rload,i
Lload,i

⎤⎦
B1load,i =

[ · · · 1
Lload,i

0 · · ·
· · · 0 1

Lload,i
· · ·

]

B2load,i =

[
IloadQi
−IloadDi

]
State space matrices of the network are listed below.

ANET =

⎡⎢⎢⎢⎢⎣
ANET,1 0 · · · 0

0 ANET,2 · · · 0
...

...
. . .

...
0 0 · · · ANET,n

⎤⎥⎥⎥⎥⎦
2n×2m

B1NET =

⎡⎢⎢⎢⎢⎣
B1NET,1

B1NET,2
...

B1NET,p

⎤⎥⎥⎥⎥⎦
2p×2m

B2NET =

⎡⎢⎢⎢⎢⎣
B2NET,1

B2NET,2
...

B2NET,n

⎤⎥⎥⎥⎥⎦
2n×1

ANET,i =

[ −rline,i
Lline,i

ω0

−ω0
−rline,i
Lline,i

]

B1NET,i =

[ · · · 1
Lline,i

0 · · · −1
Lline,i

0 · · ·
· · · 0 1

Lline,i
· · · 0 −1

Lline,i
· · ·

]
2×2m

B2NET,i =

[
IlineQi
−IlineDi

]
The state space matrices of the power controllers are listed as follows.
Ep is a unit matrix of five dimensions.

AP =

⎡⎢⎢⎢⎢⎢⎣
0
0
0
0
0

1
−ωh

0
0
0

−ml
0

−ωl1
0
0

0
−mh

0
−ωl2

0

0
0
0
0

−ωl1

⎤⎥⎥⎥⎥⎥⎦
BP =

[
05×2 Bp1 Bp2

]

BP1 =

⎡⎢⎢⎢⎢⎢⎣
0 0
0 0

ωl1 Iod ωl1 Ioq

ωl2 Iod ωl2 Ioq

−ωl1 Ioq ωl1 Iod

⎤⎥⎥⎥⎥⎥⎦
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BP2 =

⎡⎢⎢⎢⎢⎢⎣
0 0
0 0

ωl1Vod ωl1Voq

ωl2Vod ωl2Voq

ωl1Voq −ωl1Vod

⎤⎥⎥⎥⎥⎥⎦

BPωcom =

[
−1 0 0 0 0
0 −1 0 0 0

]T

CPV =

[
0 0 0 0 −nq

0 0 0 0 0

]

CPω =

[
0 0 −ml 0 0
0 −ωh 0 −mh 0

]
The state space matrices of the voltage and current controllers are listed as follows.
EVC is a unit matrix of two dimensions.

BVC1 =

[
1 0
0 1

]

BVC2 =

[
0 0 −1 0 0 0
0 0 0 −1 0 0

]

CVC =

[
KpcKiv 0

0 KpcKiv

]

DVC1 =

[
KpcKpv 0

0 KpcKpv

]

DVC2 =

[
−1 0 −Kpc 0 0 0
0 −1 0 −Kpc 0 0

]
The state space matrices of the output LCL filter model are presented here.
Elcl is a unit matrix of six dimensions.

ALCL =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− rL f
L f

ω0 − 1
L f

0 0 0

−ω0 − rL f
L f

0 − 1
L f

0 0
1
c f

0 0 ω0 − 1
c f

0

0 1
c f

−ω0 0 0 − 1
c f

0 0 − 1
Lc

0 − rLc
Lc

ω0

0 0 0 − 1
Lc

−ω0 − rL f
L f

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

BLCL1 =

[ 1
L f

0 0 0 0 0

0 1
L f

0 0 0 0

]T

BLCL2 =

[
0 0 0 0 − 1

Lc
0

0 0 0 0 0 − 1
Lc

]T

BLCL3 =

[
Ilq −Ild Voq −Vod Ioq −Iod
Ilq −Ild Voq −Vod Ioq −Iod

]T
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The state space matrices of the reference frame transformation are presented here.

TS =

[
cos(δ0) − sin(δ0)

sin(δ0) cos(δ0)

]

TC =

[
−Iod sin(δ10)− Ioq cos(δ10) −Iod sin(δ20)− Ioq cos(δ20)

Iod cos(δ10)− Ioq sin(δ10) Iod cos(δ20)− Ioq sin(δ20)

]

T−1
V =

[
−VbD sin(δ10) + VbQ cos(δ10) −VbD sin(δ20) + VbQ cos(δ20)

−VbD cos(δ10)− VbQ sin(δ10) −VbD cos(δ20)− VbQ sin(δ20)

]

T−1
V =

[
−VbD sin(δ0) + VbQ cos(δ0)

−VbD cos(δ0)− VbQ sin(δ0)

]
The state space matrices of the complete model of and individual inverter are presented here.

EINVi =

⎡⎢⎣ Epi 0 0
0 Evci 0
0 0 Elcli

⎤⎥⎦
13×13

AINVi =⎡⎢⎢⎢⎢⎢⎢⎣
APi 0 BPi

BVC1iCPVi 0 BVC2i
BLCL1iDVC1iCPVi+

BLCL2i

[
T−1

V 02×3

]
BLCL3iCPwi

BLCL1iCVCi
ALCLi+

BLCL1iDVC2i

⎤⎥⎥⎥⎥⎥⎥⎦
13×13

BINVi =

[
07×2

BLCL2T−1
S

]

Biωcom =

[
BPωcom

08×2

]

CINVwi =

⎧⎨⎩
[

CPω 02×8

]
i = 1

[02×13] i �= 1

CINVci =
[

TC 02×9 TS

]
The state space matrices of the combined model of all inverters are presented here.

EINV =

⎡⎢⎣ EINV,1 · · · 0
...

. . .
...

0 · · · EINV,s

⎤⎥⎦
13s×13s

AINV =

⎡⎢⎢⎢⎢⎣
AINV1 + B1ωcomCINVω1 0 · · · 0

B2ωcomCINVω1 AINV2 · · · 0
...

...
. . .

...
BsωcomCINVω1 0 · · · AINVs

⎤⎥⎥⎥⎥⎦
13s×13s
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BINV =

⎡⎢⎢⎢⎢⎣
BINV1 0 · · · 0 · · · 0

0 BINV2 · · · 0 · · · 0
...

...
. . .

... · · · 0
0 0 · · · BINVs · · · 0

⎤⎥⎥⎥⎥⎦
13s×2m

CINVc =

⎡⎢⎢⎢⎢⎣
CINVc1 0 · · · 0

0 CINVc2 · · · 0
...

...
. . .

...
0 0 · · · CINVcs

⎤⎥⎥⎥⎥⎦
13s×13s

CINVω =

⎡⎢⎢⎢⎢⎣
CINVc1 0 · · · 0

0 CINVc2 · · · 0
...

...
. . .

...
0 0 · · · CINVcs

⎤⎥⎥⎥⎥⎦
13s×13s
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Abstract: In this paper, an adaptive sliding mode speed control algorithm with an integral-operation
sliding surface is proposed for a variable speed wind energy experimental system. In the control
design, an estimator is designed to compensate for the uncertainties and the unknown turbine
torque. In addition, the bound of the sliding mode is investigated to deal with uncertainties.
The stability of the system can be guaranteed in the sense of the Lyapunov stability theorem.
The laboratory size DC generator wind energy system is controlled using a buck-boost DC-DC
converter interface. The control system is validated by experimentation and results demonstrate the
achievement of favorable speed tracking performance and robustness against parametric variations
and external disturbances.

Keywords: adaptive control; sliding mode control; speed control; wind energy system

1. Introduction

Small-scale wind energy systems can be considered a solution to the low-to-medium energy
demands for renewable sources. The efficient operations of such systems, in all wind speed regions,
depends on the methods that regulate speed and power [1]. There are different configurations of wind
turbine systems—fixed pitch, variable pitch and interfaced power electronics. Based on the wind
system configuration, the speed and power can be regulated to optimize the operation [1–3].

In a below-rated wind speed region, the objective is to regulate turbine rotor speed and track
desired optimum speed to extract maximum power from the wind, while minimizing the effects
of uncertainties. In an above-rated wind speed region, the rotor speed can be controlled to follow
a constant nominal speed, while the power is regulated to track the nominal value through the pitch
angle controller. This control strategy is efficient compared to the use of only the pitch angle, as the
generator torque cannot be assumed constant and requires to be controlled and maintained at its rated
value [4,5].

Power electronics converters can be implemented to run the wind turbine in different wind
regions (optimum below-rated wind speed and nominal above-rated wind speed) in power electronics
interfaced wind energy systems [6–8]. The power electronics interface is regulated by a control system
that maintains the desired levels of output voltages and currents, therefore controlling the torque and
speed of wind turbines [9–12].

Sliding mode control (SMC) is used in the control field due to its good performance and
simple structure. Furthermore, it handles uncertainties caused by un-modeled quantities, parametric
variations, and modeling approximations [13,14]. The SMC control input includes a model control
law based on model dynamics and a commutation control that attracts the state trajectory to the
sliding surface. Various strategies for different generators in wind energy applications have been
proposed. For doubly-feed induction machines, a second-order SMC is applied to optimize the power
conversion [15,16]. A sliding mode control, combined with the field oriented control (FOC), is used
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for dual stator induction generator wind energy systems [17]. Furthermore, artificial intelligence
(fuzzy, neural networks) based sliding mode control [18–20] and sliding mode control are used in
DC machines [21]. In all these procedures, it is assumed that the turbine torque is known, by either
measurement or calculation, which is not practically accurate as it randomly varies with change in
wind speed. Furthermore, the compensation of unknown torque, unmodeled quantities and parametric
variations is not guaranteed, as there is no adaptation mechanism to reduce their effects. In [22,23],
SMC has been developed for power tracking with knowledge about wind turbine characteristics and
aerodynamic torque observation. In [24], a second-order SMC, with fixed control gains, is applied to
a DC generator based wind turbine experimental system.

The purpose of this paper is to design an SMC scheme that offers an adaptive mechanism to
overcome the uncertainties found in traditional control systems. The proposed controller includes an
estimator that deals with the unknown turbine torque and inaccuracies in the mathematical model of
the system and attempts to achieve zero steady-state error. Furthermore, to overcome the problem
of finding a suitable gain for the sliding mode control, a bound estimation algorithm is investigated,
which reduces the chattering control effort and enhances the response of the overall control system
through online adjustment. Investigation of the control strategy with the estimation is carried out
using the Lyapunov theorem in order to guarantee closed loop system stability.

2. DC Generator Wind Turbine

The DC generator is modelled by the following equation:

di(t)
dt

=
1
L
[−Ri(t) + Kbω(t)− V(t)] (1)

where, i is the armature current, ω is the rotor speed, R is the resistance, L is the inductance, and Kb is
back-emf constant.

The wind turbine is modelled by the mechanical dynamics of the rotor, such that:

dω(t)
dt

=
1
J
(Tt(t)− Tem(t))− B

J
ω(t) +

1
J

ζ (2)

where, ω is the rotor speed, Tt is the turbine torque to drive the rotor, Tem is the torque developed by the
generator to oppose the driven torque, J is the total inertia (the rotor and the turbine), B is the friction
coefficient, and ζ includes uncertainties related to unmodeled quantities and external disturbances.

In this work, only rotor inertia is used in control implementation. The inaccuracy in total inertia
can be seen as a disturbance to be compensated for by the control system.

The generator torque is given by:
Tem(t) = Kii(t) (3)

where, Ki is the torque constant.
When operating the DC machine as a generator, the developed electric torque Tem opposes the

mechanical torque developed by the wind turbine Tt. Therefore, by controlling the generator current i,
the torque can be regulated, as shown in (3), to control rotor speed ω following the dynamics in (2).

The torque at the generator-turbine shaft, produced by the wind, is expressed as:

Tt(t) =
1
2

πρCtr3v2
w (4)

where, ρ is the air density, Ct is the torque coefficient, r is the radius of the turbine blade, vw is the
wind speed.

In practical applications, the torque coefficient is unknown and the wind speed measurement is
affected by noise. Therefore, the turbine torque can be considered as an unknown disturbance to be
compensated for by the control system.
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3. Sliding Mode Control for Speed Control

The SMC for speed control is developed using the dynamics of the rotor and the generator. Using
Equations (2) and (3), rotational speed dynamics is expressed as:

dω(t)
dt

= −Apω(t) + f (t)− Bpi(t) (5)

where ω is the output, i is the control input, Ap = B
J , Bp = Ki

J , and f (t) = 1
J Tt(t) is the disturbance

input related to the turbine torque.
Considering uncertainties, such as unmodeled quantities, parametric variations and external

disturbances, the dynamics (5) can be upgraded to:

dω(t)
dt

= −Apω(t) + f (t)− Bpi(t) + d(t) (6)

where d is the disturbance input that includes all system uncertainties.
The control objective is to minimize the speed tracking error dynamics:

de(t)
dt

=
dω(t)

dt
− dωref(t)

dt
= −Ape(t) + u(t) + d(t) (7)

where e(t) = ω(t) − ωref(t) is the speed tracking error, ωref is the speed reference to be carried out
using mechanisms for maximum or limited power extraction, and u(t) is a new control signal and
expressed by:

u(t) = f (t)− Bpi(t)− Apωref(t)− dωref(t)
dt

(8)

Compensation of the uncertainties that are present in the system can be achieved by using SMC.
In this work, a sliding surface, based on an integral operation, is used and expressed as:

S(t) = e(t) +
∫

ke(τ)dτ (9)

where k is a positive gain.
Controlling the shaft speed can be achieved using the following speed control law:

u(t) = −(k − Ap
)
e(t)− βsgn(S(t)) (10)

where β is the switching gain and sgn(·) is the sigmoid function.
The term (k–Ap) is positive. Therefore, the choice of the gain k must satisfy the condition: k > Ap.
The choice of the gain β is based on the condition: β ≥ |d(t)| always. It is assumed that system

uncertainties are bounded magnitudes with known upper bounds.
The stability of the closed loop control system, defined using (6)–(10), is based on the Lyapunov

theorem. A Lyapunov function candidate can be defined such as:

V(t) =
1
2

S2(t) (11)

Using (7)–(10), the time derivative of the function (11) is expressed as:

dV(t)
dt = S(t)· dS(t)

dt

= S(t)·
[

de(t)
dt + ke(t)

]
= S(t)·[−Ape(t) + u(t) + d(t) + ke(t)

]
= S(t)·[d(t)− βsgn(S(t))]
≤ −(β − |d(t) |)|S(t)| ≤ 0

(12)
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The stability condition is satisfied based on (12). Therefore, the closed loop system is stable based
on the Lyapunov theorem.

Finally, from (8) and (10), the control law, which is the current command i*, is given by:

i∗(t) =
1

Bp
·
[

f (t)− Apωref(t)− dωref(t)
dt

+
(
k − Ap

)
e(t) + βsgn(S(t))

]
(13)

The sliding mode control provides satisfactory tracking performance and robustness to system
uncertainties. A drawback of conventional SMC is the appearance of chattering in the control input
due to its discontinuity across the sliding surface. Chattering may excite high frequency dynamics,
neglected during the system modeling. In this work, the chattering can be eliminated by smoothening
the control discontinuity using the sigmoid function.

4. Adaptive Sliding Mode Control for Speed Control

4.1. Adaptation Based on Torque Estimation

The implementation of the control law (13) requires knowledge about the term f (t), which is
related to the turbine torque Tt, as observed in (4). Practically, the turbine torque Tt is related to the
exact knowledge of the torque coefficient Ct, which is not always available, and wind speed vw, which
changes randomly and is affected by noise [1,2]. Therefore, the estimation of turbine torque in f can
be a solution, as it takes into consideration the behavior of the closed loop system to improve the
performance of the controller.

Using the torque estimation, the control law (13) becomes:

i∗(t) =
1

Bp
·
[

f̂ (t)− Apωref(t)− dωref(t)
dt

+
(
k − Ap

)
e(t) + βsgn(S(t))

]
(14)

where f̂ is the estimation of f.
Torque estimation can be defined based on the following error dynamics:

d f̃ (t)
dt

+ η1 f̃ (t) = 0 (15)

where f̃ = f − f̂ is the estimated error and η1 is a positive constant.
From (5) and (14), and considering slow dynamics of the turbine torque compared to the electric

system, the estimation (15) is reorganized as:

d f̂ (t)
dt = η1

(
f (t)− f̂ (t)

)
= η1

(
de(t)

dt + Apω(t) + Bpi∗(t)− f̂ (t)
)

= η1

(
de(t)

dt +
(
k − Ap

)
e(t) + βsgn(S(t))

) (16)

The torque estimator can be expressed, by integrating (16), as:

f̂ (t) = η1

(
e(t) +

(
k − Ap

) ∫
e(τ)dτ + β

∫
sgn(S(τ))dτ

)
(17)

The integral action of the speed tracking error allows the elimination of the disturbance in a steady
state. Furthermore, the structure of the estimator (17), integrated with the control law (14), enhances
the robustness of the controlled system with respect to uncertainties and disturbance rejection.
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4.2. Adaptation Based on Bound Estimation

The dynamics of the control law (10) depends on the selection of the gain β, which can be
conducted using trial and error to achieve good tracking performance. In this work, estimation is used
for an automatic gain update to achieve high performance.

Replacing β by its estimated bound β̂, the speed control law (10) becomes:

u(t) = −(k − Ap
)
e(t)− β̂(t)sgn(S(t)) (18)

Estimated gain error of the bound value can be defined as:

β̃(t) = β − β̂(t) (19)

The bound estimation law is based on the following Lyapunov candidate:

V1(t) =
1
2

S2(t) +
1

2η1
f̃ 2(t) +

1
2η2

β̃2(t) (20)

where, η2 is a positive constant.
On differentiating (20), with respect to time, and using (15) and (19), it is given that:

dV1(t)
dt = S(t) dS(t)

dt + 1
η1

f̃ (t) d f̃ (t)
dt + 1

η2
β̃(t) dβ̃(t)

dt

= S(t)
[
d(t)− β̂(t)sgn(S(t))

]− f̃ 2(t)− 1
η2

.
β̂(t)

[
β − β̂(t)

] (21)

In order to achieve dV1(t)
dt ≤ 0, the bound estimation law is designed as:

.
β̂(t) = η2S(t)sgn(S(t)) (22)

and (21) can be rewritten as:

dV1(t)
dt = S(t)

[
d(t)− β̂(t)sgn(S(t))

]− f̃ 2(t)− S(t)sgn(S(t))
[
β − β̂(t)

]
= S(t)[d(t)− β(t)sgn(S(t))]− f̃ 2(t)
≤ −(β − |d(t)|)|S(t)| − f̃ 2(t) ≤ 0

(23)

In the adaptation law (23), there is no priori requirement to identify control gain. However,

it can be observed from the β̂-dynamics, that
.
β̂ = 0 when S = 0. This condition shows that gain β̂

is over-estimated (the gain is always increasing), with respect to uncertainties, and induces larger
chattering [23,24]. Furthermore, this methodology can be applied only for an ideal SMC, as the
objective S = 0 cannot be reached in a real application. In this work, the information provided by the
torque estimation (17), which includes uncertainties and perturbations, is used in the adaptation of the
gain β̂(t) as follows: ⎧⎨⎩

.
β̂(t) = η2S(t)sgn(S(t)) if |S(t)| > ε > 0

β̂(t) = β1

∣∣∣ f̂ ∣∣∣+ β2 if |S(t)| ≤ ε
(24)

where, β1 = β̂(t∗) and β2 > 0, t* is the largest time value such that |S(t∗−)| > ε and |S(t∗)| ≤ ε; (t*− is
the time just before t*).

By supposing that |S(t)| > ε, the adaptive gain control law (24) operates as follows:

• The gain β̂(t) increases to reach a value large enough to counteract the bounded uncertainty in
(6), until the start of the SMC. The time for this start is t1.
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• When the SMC starts, i.e., |S(t)| ≤ ε, from t = t1, β̂(t) is carried out using the adaptation (24) with
β1 = β̂(t1). Using this mechanism, the gain can be decreased and adjusted depending on the
actual uncertainties and disturbances.

• However, if the varying uncertainties move the sliding surface S(t) outside the interval ±ε, then
gain adaptation will update in accordance with (24). The gain β̂(t) will increase until the sliding
mode occurs again at the reaching time instant t2. As the sliding mode has occurred and |S(t)| ≤ ε

from t = t2, β̂(t) now follows the gain adaptation law (24) with β1 = β̂(t2).

The process will continue operating as mentioned above depending on the condition of S(t).
The proposed SMC scheme with an adaptive mechanism is depicted in Figure 1. The control law

i* is the control law carried out by the SMC speed controller. It will be used as the reference input for
the current control loop to carry out control law V* and operate the generator side DC-DC converter.

 

Figure 1. Adaptive sliding mode controller for the DC generator wind turbine.

5. Multivariable Control System of the DC Generator Wind Turbine

5.1. Maximum Power Point Tracking Control

If information on wind turbine characteristics is available, the speed reference ωref can be
computed using optimum tip speed ratio λopt to maximize power extraction, such that:

ωref(t) =
λoptvw(t)

r
(25)

The MPPT control algorithm can be implemented using (25), where wind speed measurements
and wind turbine characteristics are required for accurate analysis. Due to measurement inaccuracies
and lack of real models, this algorithm is not efficient in tracking the maximum available power. In this
work, the MPPT control method, developed in [11], is used for maximum power extraction.

Using variation of the generated power P and the rotor speed ω, the speed reference profile,
required in the closed loop control, is carried out by:

dωref(t)
dt

= αω(t)
dP(t)

dt
(26)

where, α is gain. The generated power is carried out by measuring the generator voltage-current as:

P(t) = V(t)i(t) (27)
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In this MPPT algorithm, the choice of the ratio of the change in the generated power and the
rotational speed will help improve speed tracking of both high and low wind speeds. Convergence
can be achieved quickly by an adequate choice of the positive gain α.

5.2. Generator Current Control

The output of the speed control law (14) is the current reference used in the current control loop,
developed from the electrical equation of DC generator (1), and is based on a proportional-integral (PI)
regulator and the coupling term:

V∗(t) = Kbω(t)−
[

kp(i(t)− i∗(t)) + ki

∫
(i(τ)− i∗(τ))dτ

]
(28)

where, i* is the current reference, V* is the control law of the current control loop, and kp and ki are the
proportional and integral gains, respectively.

The wind turbine-generator system is controlled by a cascade control structure; the SMC speed
controller is the outer control loop and the current controller is the inner control loop, as shown in
Figure 2. The output of the current controller is the firing signal of the MOSFET gate in the DC-DC
buck converter.

 

Figure 2. Schematic representation of the adaptive SMC system applied to the wind energy
experimental setup.

5.3. Load Voltage Control

The control system on the load side is used to regulate load voltage, in order to be maintained at
a level adequate to the LED’s specifications. The PI regulator based voltage control is expressed by:

U∗(t) = kp(VL(t)− VL
∗(t)) + ki

∫
(VL(τ)− VL(τ))dτ (29)

where, VL is the load voltage, VL* is the voltage reference, U* is the control law of the load voltage
control loop, and kp and ki are the proportional and integral gains, respectively.

The control output is the firing signal of the MOSFET gate in the DC-DC boost converter.

6. Wind Turbine Experimental Setup

The wind energy experimental system has a five-blade wind turbine from Quanser Inc. (Markham,
ON, Canada), a DC generator, a power electronics interface, and an LED load bank. The speed and
load voltage are controlled through the DC-DC converters of the power electronics interface, as shown
in Figure 2. Details about the power electronics interface are available in [25].
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Control testing under variable load is achieved using five controllable LED banks. Each bank
consists of six parallel strings, with two LEDs in a series with resistance in each string, as shown in
Figure 3.

 

Figure 3. Electronic load.

The experimental wind energy setup is shown in Figure 4. The rotational speed is measured by
an encoder. Voltage and current sensors are used for measurement at different points in the system
(generator and load), as shown in Figure 4. These measurements are calibrated and received by the
data acquisition board Q8-USB and the software package QUARC with MATLAB/Simulink.

 

Figure 4. DC generator wind turbine experimental system.

A blower motor is used to generate wind speed and an incremental encoder, mounted on a blower
rotor shaft, is used to measure its speed. The proposed control system does not require wind speed to
control the wind energy system under maximum power extraction; this control model is a contribution
of this work.

430



Energies 2018, 11, 2238

This wind turbine experimental setup has been used in other works to investigate different
control strategies. In [3], a PI-based pitch control is used to regulate the rotational speed of the
wind turbine. In [11], a feedback control strategy with an uncertainties compensator is developed
to regulate the speed, whereas, in [12], a predictive control law is developed for the same purpose.
In [24], a second-order SMC, based on a super-twisting sliding mode for perturbation and chattering
elimination, is applied for speed control on the generator side. Its control gains are fixed and selected
by trial and error to achieve good tracking performance. In this work, a different SMC strategy, based
on an integral action, is proposed. It offers an adaptive mechanism to update the sliding control gain
and an estimation mechanism to compensate the effects of the unknown wind turbine torque and
system uncertainties.

7. Experimental Results

The characteristics of the laboratory scale wind energy experimental setup, used to verify the
proposed control scheme, are given in Tables 1 and 2. The overall control system is implemented using
the MATLAB/Simulink software. The QUARC software is used to communicate to the hardware
through the data acquisition board.

Table 1. Characteristics of the wind turbine.

Quantity Unit Value

Blade radius (r) cm 14
Blades number - 5
Air density (ρ) kg/m3 1.14

Table 2. Characteristics of the DC generator.

Quantity Unit Value

Resistance (R) Ω 2.47
Inductance (L) μH 500

Back-emf constant (Kb) mV/rpm 7.05
Torque constant (Ki) mNm/A 67.3
Viscous-friction (B) - 0.001833

Rotor inertia (J) g/cm2 110

In the generator side control, the output signal of the speed controller is used as the reference for
the current controller, where its output is transformed to a PWM signal and sent as an analog signal
to the MOSFET gate. In the load side converter control, the output signal of the voltage controller is
used to create the firing signal for the MOSFET gate of the second converter. The blower is controlled
separately to generate a variable wind speed pattern, as shown in Figure 5.

 

Figure 5. Wind speed profile.

Several experimental tests were conducted to verify the performance of the proposed control
scheme to track variable step speed reference and maintain a fixed voltage across the load. The gains
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of all controllers are shown in Appendix A. The experimental system was run during a time interval of
160 s in order to allow good visualization of the system behavior during the transitions (step changes).

First, a traditional control system, based on PI regulators for speed, current, and voltage control,
is carried out. Figure 6 shows that the performance of the speed controller is poor and its improvement
depends on the parameter tuning of the three PI controllers. In the majority of cases, tuning is handled
by trial and error, which is a time-consuming method as it is difficult to find optimal parameters.
In addition, the PI controller is developed for a single input-output linear system, which is not the case
in the wind turbine, as the electrical and mechanical equations are coupled. In Figure 7, a sliding mode
speed controller, with a constant sliding gain β, is applied, where the same PI regulators as in the first
experiment are used for the current and voltage controllers. Speed tracking is improved; however,
voltage regulation is affected by the changes in the speed steps. Figure 8 shows speed tracking and
voltage regulation using the adaptive SMC speed controller; it is observed that they are enhanced as
the sliding gain is online adapted and the effect on the torque turbine is compensated by the estimation.

Friction quantity is considered unknown by the SMC and the tracking performance for speed and
voltage is still good, as illustrated in Figure 9, highlighting the robustness of the control system.

In this experiment, the control system is tested under variable loads (as shown in Figure 10), where
the switching state of each bank is changed during the operation. It can be observed, from Figure 11,
that the performance of the proposed controller is still good and not affected by the load variation.

Finally, the control system is tested using the MPPT and the adaptive SMC system. The speed
tracking is shown in Figure 12, where it is observed that the speed reference follows the wind speed
profile of Figure 5 and the speed tracking is successfully achieved by the proposed control system.

 

Figure 6. Speed tracking and load voltage under the PI control system.

 

Figure 7. Speed tracking and load voltage under the SMC system.
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Figure 8. Speed tracking and load voltage under the adaptive SMC system.

 

Figure 9. Speed tracking and load voltage under the adaptive SMC system with unmodeled quantity
(friction).

 

Figure 10. Variable load banks.
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Figure 11. Speed tracking and load voltage under the adaptive SMC system for variable loads.

 

Figure 12. Speed tracking and load voltage under the adaptive SMC system and MPPT control.

8. Conclusions

An adaptive sliding mode controller, based on torque and bound estimation, is presented to deal
with speed tracking problems for a DC generator wind turbine experimental system. It is designed
to compensate the unknown turbine torque, due to random variation in wind speed and system
uncertainties due to parametric variations, unmodeled quantities and external disturbances. The SMC
is enhanced by torque estimation to compensate the effect of the turbine, and adaptation of the control
gain. The estimation is developed by the Lyapunov theorem to enhance the behavior of the overall
control system. Finally, experimental results are presented to demonstrate the effectiveness of the
proposed SMC scheme.
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Appendix A

Table A1. Control gains.

Control Quantity Value

Sliding mode
β (fixed) 100

η1, η2 10−4, 104

Speed PI kp, ki 3, 0.09

Curent PI kp, ki 4, 0.2

Voltage PI kp, ki 20, 0.5
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Abstract: In this paper, a novel approach to low order harmonic mitigation in fundamental switching
frequency modulation is proposed for high power photovoltaic (PV) applications, without trying
to solve the cumbersome non-linear transcendental equations. The proposed method allows for
mitigation of the first-five harmonics (third, fifth, seventh, ninth, and eleventh harmonics), to reduce
the complexity of the required procedure and to allocate few computational resource in the Field
Programmable Gate Array (FPGA) based control board. Therefore, the voltage waveform taken
into account is different respect traditional voltage waveform. The same concept, known as
“voltage cancelation”, used for single-phase cascaded H-bridge inverters, has been applied at
a single-phase five-level cascaded H-bridge multilevel inverter (CHBMI). Through a very basic
methodology, the polynomial equations that drive the control angles were detected for a single-phase
five-level CHBMI. The acquired polynomial equations were implemented in a digital system to
real-time operation. The paper presents the preliminary analysis in simulation environment and its
experimental validation.

Keywords: photovoltaic systems; multilevel power converter; soft switching; selective harmonic
mitigation; phase shifted; voltage cancellation

1. Introduction

Nowadays, more than 40% of the carbon dioxide (CO2) emissions worldwide are caused by the
air conditioning, the heating, and electric power systems of buildings. Thus, the optimization of their
performances and the reduction of building consumptions can significantly contribute to increasing the
sustainability of our planet, trying to fit the International Energy Agency (IEA) requirements, with a
perspective of an 80% of reduction by 2050 regarding the global emissions [1].

One of the best practices to reduce CO2 emissions can be to produce energy locally from
photovoltaic (PV) system and use it at the same point [2]. However, at the same time, chasing a
reduction in emissions with the use of PV systems can cause a second type of pollution, that of
harmonics in the systems connected to electric grid. In such a way, power electronics systems have
inherited the task of reducing harmonic pollution.

Multilevel inverters are widely used in different high and medium power industrial application,
such as electrical drives, distributed generations, and flexible alternating current transmission system
(FACTS). The choice fell on these devices because the advantages of this technology are different;
better output voltage waveform, lower harmonic content, lower electromagnetic interferences,
less dv/dt stress, reduced necessity of passive filters, lower torque ripple in motor application,
and possible fault-tolerant operation [3].

Energies 2018, 11, 2100; doi:10.3390/en11082100 www.mdpi.com/journal/energies437



Energies 2018, 11, 2100

It is well known that the fundamental multilevel topologies include the diode-clamped [4–6],
flying capacitor [7], and cascaded H-bridge (CHB) structures [8]. Diode-clamped technology employs
diodes to separate direct current (DC) voltage levels from one DC source at its midpoint. The flying
capacitor technique substitutes diodes with capacitors. The cascaded H-bridge technique employs
different DC sources to create different DC voltage levels.

An interesting review can be found in the literature [9], which also takes into account the inverter’s
cost, by taking the factors numbers sources, switches, and variety. In the works of [10–12], good reviews
are also performed.

Inverters can also be classified according to their applications [10]: renewable energy
applications [11–21], automotive [22–27], heavy traction [28,29], power quality [30,31], and industrial
drives [32,33]. In the literature [13], the performance in terms of harmonics distortion rates were faced
in order to extract maximum power from the PV modules. Again, that authors of [14,15] face the
harmonics distortion by implementing a fast switching modulation, but without considering power
losses. The authors of [16] recommend a single phase multilevel inverter configuration with three
series connected full bridge inverter and a single half bridge inverter. In this case, a reduction of
harmonics in terms of total harmonic distortion rate (THD) is evaluated around 9.85%. In another
paper [17], a spice model considers not only the THD, but also the storage element. Again, in the
literature [18], a simulation of the performance of multilevel inverter is made taking into account
the partial shaded condition of PV panels. In the work of [19], a multilevel invert is used to reduce
the THD. The simulation generates a 15-level output voltage with 8.12% of total harmonic distortion.
The authors of [20] present a three-phase, three-level neutral-point-clamped quasi-Z-source inverter, as
a new solution for PV applications. In a similar way, a DC/DC state is in described in the literature [21]
to increase the performance of the system.

By considering the renewable applications, for a PV plant, because of the downward trend in the
price for the PV modules, the costs of the inverters are progressively standing out while computing
the entire cost of the plant [34–37]. Efficiency, size, weight, and reliability have influenced the cost
of producing inverters. Now, for a multilevel inverters, efficiency has reached the value of 98%
and to achieve the next 1% increase is a very hard challenge, to deal with ever-more advanced
modulation techniques.

Multilevel inverter modulation strategies can be classified in high switching frequency pulse
width modulation (PWM) and low switching frequency modulation techniques.

The first type of modulation works at higher frequency and the output voltage waveform shows
higher order harmonics that can be easily filtered, but high frequencies bring also higher switching
losses. In some studies, a comparison among harmonics content in the voltage waveforms, obtained by
multicarrier PWM modulation techniques, are reported [38–40].

The second modulation technique allows one to reduce the switching losses to a minimum value
and to bound the stress on the power components. Low switching frequencies methods normally
perform one or two commutations of the switches during one period of the fundamental, thus creating
a staircase waveform. Nevertheless, the output voltage presents waveforms with low order harmonics
hard to be filtered.

The efficiency of the system is very important parameter for high power electrical drives
applications, which require the reduction of the switching losses and electromagnetic interferences
(EMI), so the soft switching modulation techniques, such as selective harmonic elimination (SHE) and
selective harmonic mitigation (SHM), were often chosen.

In classical SHE method, the switching angles are obtained by choosing the hth harmonic to be
eliminated and by solving the set of non-linear equations. The SHM techniques are used to mitigate
concurrently different harmonics by properly choosing the switching angles.

It is well known that the elimination or mitigation technique requires the resolving of non-linear
transcendental equations, which requires time and resources, constraints that become cumbersome in
the case of limited, but performing hardware such a FPGA-based control board.
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Whichever method is used, SHE or SHM, to solve the set of transcendental equations and find the
switching angles different approaches are used. The simplest way is based in iterative methods such
as Newton–Rhapson. In the literature [41], the Newton–Rhapson iterative method is used to evaluate
the switching angles for a seven level inverter. The THD of the output voltage is equal to 11.8%.

In the work of [42], a comparison between various modulation techniques for a five-level cascaded
H-bridge multilevel inverter (CHBMI) is carried out. The presented control scheme employed three
different pre-defined pattern for the switching angles. The authors achieved a minimum THD of
17.07% for the output voltage waveform.

In the work of [43], an extremely fast optimal solution of harmonic elimination for a five-level
multilevel inverter with non-equal dc sources using a novel particle swarm optimization (PSO)
algorithm is presented. In this case, the minimum value of THD achieved was 5.44%.

In the work of [44], the set of equations for a seven-level inverter is solved using a Bat algorithm.
A BAT algorithm is a recent method for solving numerical global optimization problems, based on the
echolocation of microbats.

In the work of [45], an optimal SHM is proposed for a seven-level inverter. The individual
harmonic and the THD are mitigated to satisfy three voltage harmonic standard (EN50160 [46],
CIGRE JWG C4.07 [47], IEC61000-3-6 [48]).

Again, in another paper [49], a PSO is used for PV sources, the non-linear transcendental equations
are solved offline and switching angles are obtained to minimize the THD. DC sources are transformed
into identical DC source using the adaptive neuro fuzzy inference system (ANFIS) and constant voltage
maximum power point tracker (MPPT) algorithm. The performances obtained in THD were about
3.7%, less than the ones prescribed by IEEE-519 (5%).

Also in another paper [50], an adaptive neuro fuzzy interference system is used for eliminating
voltage harmonics. The comparison there proposed show a best performance of ANFIS referred to
neuro fuzzy controller (NFC) for a seventh level inverter and active filter. In order to improve the
performance of the control, an active filter can also be used [51].

In this work, a novel methodology to selective low order harmonic mitigation is proposed for
high power PV applications, without trying to solve the cumbersome non-linear transcendental
equations. The purpose of this work consists of defining an approach to mitigate the first-five
harmonics (third, fifth, seventh, ninth, and eleventh harmonics), to reduce the complexity of the
required algorithm and allocating a few computational resources in the FPGA-based control board.
The objective of this paper is to achieve the performances obtained in the literature [16,19,44,45]
without using complex structures, but a simple one that can be modified in the future to approximate
the novel schemes of the work of [20].

Therefore, the voltage waveform taken into account is different respect traditional voltage
waveform. The same concept, known as “voltage cancelation” [52], used for single-phase H-bridge
inverters, has been applied at a single-phase five-level CHBMI.

This paper is divided in the following sections: Section 2 defines the possible switch states and
the output voltage expression of the single phase five-level CHBMI; Section 3 analyses the harmonic
content on the voltage waveform taken into account by the Fourier series mathematics formulation;
Section 4 defines the proposed method; Section 5 proposed the best polynomial equation to evaluate
the control angles; and Section 6 is devoted to the experimental validation.

2. Single-Phase Five-Level CHBMI

The desired output voltage of a multilevel inverter is created by adding different sources of DC
voltages. By increasing the number of DC voltage sources, the inverter voltage output waveform
assumes an almost sinusoidal waveform, following a fundamental frequency switching scheme.

Figure 1 illustrates the topology circuit of the considered single-phase five-level CHBMI. This type
of converters has simple circuital structures, made by two H-bridges connected in series and two series
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of PV panels, obtaining the DC sources. The converter output voltage, Vout, is realized by the states
combination of the switches. The switch state can assume only two values, as reported in Equation (1):

Sj =

{
1 switch on
0 switch off

(1)

Figure 1. Single-phase five-level cascaded H-bridge multilevel inverter (CHBMI). V1 and V2 are the
direct current (DC) sources given by photovoltaic (PV) array, with same internal impedance.

With reference to Figure 1, the output voltage Vout of the converter can be expressed as follows:

Vout(t) = Vdc1(S1 − S2)+Vdc2(S3 − S4) (2)

where Vdc1 and Vdc2 are the DC-link voltage of the two H-bridges connected in series, respectively.
In this work, Vdc1 and Vdc2 of Equation (2) have been considered with the same value, equal to Vdc.
Thus, Equation (2) can be rewritten in Equation (3).

Vout(t) = Vdc(S 1 − S2+S3 − S4) (3)

The possible combinations of the switch states and the output voltage value Vout (t), with reference
to Figure 1, are reported in Table 1.

It is interesting to note that there are only two switch state combinations where the output voltage
Vout (t) is equal to 2Vdc and −2Vdc, respectively. Furthermore, there are four switch state combinations
to obtain an output voltage equal to Vdc, −Vdc, and zero.
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Table 1. States of the switches and output voltage value.

S1 S1 S2 S2 S3 S3 S4 S4 Vout (t)

1 0 1 0 1 0 1 0 0
1 0 1 0 1 0 0 1 Vdc
1 0 1 0 0 1 1 0 −Vdc
1 0 1 0 0 1 0 1 0
1 0 0 1 1 0 1 0 Vdc
1 0 0 1 1 0 0 1 2Vdc
1 0 0 1 0 1 1 0 0
1 0 0 1 0 1 0 1 Vdc
0 1 1 0 1 0 1 0 −Vdc
0 1 1 0 1 0 0 1 0
0 1 1 0 0 1 1 0 −2Vdc
0 1 1 0 0 1 0 1 −Vdc
0 1 0 1 1 0 1 0 0
0 1 0 1 1 0 0 1 Vdc
0 1 0 1 0 1 1 0 −Vdc
0 1 0 1 0 1 0 1 0

3. Voltage Waveform Analysis

The output voltage waveform of the inverter, as previously mentioned, can be obtained through
the arrangements of the states of the switches. Thus, every arrangement synthesizes only one voltage
level. By the analysis of Equation (3), the voltage waveforms can be obtained through a separate
control of the H-bridge connected in series. Thus, it is possible control the time duration of the voltage
level separately.

In order to evaluate the harmonic content of the voltage output of a single-phase five-level CHBMI,
a square waveform with amplitude equal to 4Vdc peak to peak was taken into account. Moreover, it is
essential to outline the parameter β that represents the width of angular range, where the amplitude
of the output voltage is equal to Vdc, as shown in Figure 2. The reference square waveform, with 4Vdc
peak to peak, can be obtained with β = 0.

Figure 2. Voltage output waveform with β �= 0.

The addition of a stepped voltage level, because β �= 0, causes a variation in the harmonic content
in the output voltage compared with the reference square waveform. Figure 3 shows the amplitude
trend of fundamental harmonic (blue curve), third harmonic (green curve), fifth harmonic (red curve),
seventh harmonic (cyan curve), ninth harmonic (purple curve), and eleventh harmonic (yellow curve)
versus β expressed in percent respect to the fundamental with β = 0.
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Figure 3. Amplitude of the main harmonic in voltage output versus β. As can be seen, the adjustment
of the amplitude of the output waveform varies the harmonic incidence.

As shown in Figure 3, the mutable value of β determines diverse harmonic contents in the output
voltage; in particular, there are values of β bringing some harmonic amplitudes to zero. For example,
the amplitude of third harmonic is zero for β equal to 60◦. Furthermore, it has been noted that the
amplitude of fundamental harmonic is reduced with the increase of β and it is not a linear trend.

In literature, modulation techniques for a single-phase H-bridge inverter known as “voltage
cancellation” are reported [52]. In this work, the same concept as that used for single-level H-bridge
inverters has been applied at a single-phase five-level CHBMI, by considering another parameter that
can change the harmonic content in output voltage, named α, angular width for which the output
voltage is equal to zero, as shown in Figure 4.

Figure 4. Voltage output waveform with β �= 0 and α �= 0.

The harmonic content of the voltage waveform shown in Figure 4 was studied by means of
the Fourier series. Voltage waveform presents half wave symmetry; thus, amplitude values of even
harmonics are zero. In Equation (4), the mathematical formulation of the harmonic amplitude Vh and
Fourier coefficients Ah and Bh, where h is the harmonic order, were reported.

Vh =
√

A2
h+B2

h

Ah = 2Vdc
hπ [sin(h(π− α))− cos(hπ) sin(h(α+ β))− sin(hβ)]

Bh = 2Vdc
hπ [1 − cos(h(π− α)) + cos(hβ)− cos(hπ) cos(h(α+ β))]

(4)

In Equation (5), the voltage waveform in time domain was reported. Obviously, only for odd
values of harmonic order.
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v(t) =
∞

∑
h=1

[Ahcos(hωt)+Bh sin(hωt)] (5)

More in detail, Equation (6) can be used to determine the amplitude of the fundamental harmonic
A1 and the reference harmonics A3–11.

V1 = 2Vdc
π

√
1 + 2 cos(α) + 4 cos(β) + 4 cos(α+ β) + 2 cos(α+ 2β)

V3 = 2Vdc
3π

√
1 + 2 cos(3α) + 4 cos(3β) + 4 cos(3α+ 3β) + 2 cos(3α+ 6β)

V5 = 2Vdc
5π

√
1 + 2 cos(5α) + 4 cos(5β) + 4 cos(5α+ 5β) + 2 cos(5α+ 10β)

V7 = 2Vdc
7π

√
1 + 2 cos(7α) + 4 cos(7β) + 4 cos(7α+ 7β) + 2 cos(7α+ 14β)

V9 = 2Vdc
9π

√
1 + 2 cos(9α) + 4 cos(9β) + 4 cos(9α+ 9β) + 2 cos(9α+ 18β)

V11 = 2Vdc
11π

√
1 + 2 cos(11α) + 4 cos(11β) + 4 cos(11α+ 11β) + 2 cos(11α+ 22β)

(6)

The amplitude of fundamental can be varied with α and β values. Figure 5 shows amplitude
trend of fundamental versus α and β expressed in percent respect to the fundamental with α = 0 and
β = 0. For big values of α and β, there is a change of slope in the trend amplitude because the converter
works with only three voltage levels.

Figure 5. Amplitude trend of fundamental versus α and β. The colour scale is based on the amplitude
of the fundamental.

Figures 6–10 show the amplitude trend of third, fifth, seventh, ninth, and eleventh harmonics
versus α and β expressed in percent respect to the fundamental with α = 0 and β = 0. It is interesting
to note that there are values of α and β that concur together to lowering the considered harmonic
amplitude. These areas are colored in darker blue.

Figure 6. Amplitude trend of third harmonic versus α and β. The colour scale is based on the amplitude
of the fundamental.
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Figure 7. Amplitude trend of fifth harmonic versus α and β. The colour scale is based on the amplitude
of the fundamental.

Figure 8. Amplitude trend of seventh harmonic versus α and β. The colour scale is based on the
amplitude of the fundamental.

Figure 9. Amplitude trend of ninth harmonic versus α and β. The colour scale is based on the
amplitude of the fundamental.

The objective of the next sections, is to propose a new approach for the harmonics mitigation
through the individuation of the “working area” (WA), where it is possible to minimize the reference
harmonics (third, fifth, seventh, ninth, and eleventh harmonics) without solving non-linear equations.
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Figure 10. Amplitude trend of eleventh harmonic versus α and β. The colour scale is based on the
amplitude of the fundamental.

4. Mitigation Method of Reference Harmonics

As previously described, the main purpose of this work is the mitigation of reference harmonics
without solving non-linear equations. In particular, the proposed method is focused on the research
of a working area (WA) where the reference harmonics have the minimum values of the amplitude.
For the application of this method, it is necessary to calculate the distorting element (DHRMS) of
the voltage waveform, which takes into account only the reference harmonics, through Equation (7).
In other words, the DHRMS parameter represents the distorting component of the voltage waveform to
be mitigated.

DHRMS =
√

V2
3+V2

5+V2
7+V2

9+V2
11 (7)

The amplitude of DHRMS is function of the control angles α and β as can be seen in graphic
representation in Figure 11.

Figure 11. Amplitude trend of the distorting element (DHRMS) versus α and β.

The delimited area with purple lines is the working region where the voltage waveform has
only three level voltage. For this reason, this area was neglected for the working points. As can be
seen in Figure 11, there is an area with dark blue coloring where the amplitude of the DHRMS is low.
Inside this area, it is possible to define the mitigation of reference harmonics. In order to evaluate the
WA, a threshold equal to 20% was chosen and through of the level curves the DHRMS and fundamental
amplitude were represented. The result obtained is shown in Figure 12.

Figure 12 reports the values of DHRMS with a color map, but also the fundamental amplitude
with circumference arcs. By the analysis of Figure 12, it is interesting to note that there is a WA,
with dark blue coloring, where the maximum variation of the fundamental amplitude is delimited
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from approximately 42% to 94%. The clear region has higher values of DHRMS (above 20%) so it can be
neglected, and the purple region is the one in which the inverter reduces its levels from five to three,
and again can be neglected.

Figure 12. Level curves of fundamental amplitude and DHRMS versus α and β.

The aim of the proposed method is to find the minimum values of the DHRMS for each values
of the fundamental amplitude. Thus, the minimum values have to be found in the interceptions of
the DHRMS blue lines and circumference arcs of the fundamental amplitude. Therefore, it is possible
detected the minimum values of DHRMS and the corresponding control angles, as shown in Figure 13.

Figure 13. Minimum values of DHRMS versus α and β.
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The red dots, shown in Figure 13, represent the trajectory of the minimums values of DHRMS.
For each minimum value of DHRMS, there is a pair of value of control angles α and β. In this way, it
is possible to obtain mitigation for the chosen harmonic, but the control angles are known without
continuity inside the WA. The aim of the next section is to find polynomial equations for the real-time
operation of the converter. In this way, all values that reduce the fundamental amplitude from 42% to
94% can be obtained.

5. Polynomial Equations for Real-Time Operation

As stated previously, a WA that minimizes the DHRMS of the considered harmonics was identified.
Moreover, for each value of the fundamental amplitude, the minimum values of the DHRMS were
detected and are represented as red dots in Figure 13. Thus, the control angles versus the fundamental
amplitude in the range from 42% to 94% have been determined, as shown in Figure 14.

Figure 14. Control angles α and β versus fundamental amplitude.

For real-time operation, it is necessary to know a continuous trend of the control angles α and β

inside the WA. Thus, polynomial equations for approximating the trend were evaluated. All equations
present a parameter A, indicated in percentage of 100·(π/(8·Vdc)), which represents the amplitude
reference of the voltage waveform. The following five cases, approximating the control angles trends,
were taken into account.

In case 1, two second-order polynomial approximations Pα and Pβ were used, as shown in
Figure 15 and reported in Equation (8):

Pα = 0.007890A2 − 1.631070A + 105.533900
Pβ = −0.013164A2 + 0.881922A + 46.685440

(8)

In case 2, the following two third-order polynomial equations Pα and Pβ have been used, and
compared with valued that reduce the DHRMS, as shown in Figure 16.

Pα = −0.000799A3 + 0.169602A2 − 12.233555A + 330.460866
Pβ = +0.000456A3 − 0.105544A2 + 6.938743A − 81.773030

(9)

In case 3, the range of variation fundamental amplitude, from 42% to 94%, was split into two
parts. The first one section involves the variation of the fundamental amplitude from to 42% to 76%
and the second section involves the one from 76% to 94%.
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For both intervals, two second-order polynomial equations, Pα1 and Pβ1 for the first section and
Pα2 and Pβ2 for the second section, were used. Figure 17 shows approximation of case 3.{

Pα1 = +0.020448A2 − 3.174553A + 151.318608
Pβ1 = −0.020535A2 + 1.789255A + 19.777618

42% ≤ A ≤ 76%{
Pα2 = −0.080604A2 + 12.598902A − 462.310004
Pb2 = +0.028942A2 − 5.789600A + 308.393058

76% < A ≤ 94%
(10)

Figure 15. Reconstruction for case 1.

Figure 16. Reconstruction for case 2.

In case 4, the range of variation of the fundamental amplitude, as made for case 3, has been split
into two intervals. For the first section, two second-order polynomial equations Pα1 and Pβ1 have
been used, while for the second section, two third-order polynomial equations Pα2 and Pβ2 were used.
Figure 18 shows the reconstruction of case 4.{

Pα1 = +0.020448A2 − 3.174553A + 151.318608
Pβ1 = −0.020535A2 + 1.789255A + 19.777618

42% ≤ A ≤ 76%{
Pα2 = −0.008232A3 + 2.005310A2 − 163.278415A + 4472.405127
Pβ2 = +0.003873A3 − 0.952589A2 + 76.969823A − 2013.647026

76% < A ≤ 94%
(11)
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Also, for case 5, the range of variation of the fundamental amplitude was split into two sections.
For both sections, two third-order polynomial equations, Pα1 and Pβ1 for the first section and Pα2 and
Pβ2 for the second section, have been used. Figure 19 shows the reconstruction for case 5.{

Pα1 = +0.000799A3 − 0.122744A2 + 5.238047A − 10.581937
Pβ1 = −0.000674A3 + 0.100397A2 − 5.315557A + 156.509770

42% ≤ A ≤ 76%{
Pα2 = −0.008232A3 + 2.005310A2 − 163.278415A + 4472.405127
Pβ2 = +0.003873A3 − 0.952589A2 + 76.969823A − 2013.647026

76% < A ≤ 94%
(12)

Figure 17. Reconstruction for case 3.

Figure 18. Reconstruction for case 4.

The evaluation of the performance for the five cases was carried out. The aim of the simulations is
to reproduce the performances of the converter using the polynomial equations, to evaluate the control
angles, as previously described. In Matlab/Simulink® (version 4.1.1, The MathWorks, Inc., Natick,
MA, USA) environment mathematic model of the single-phase CHBMI, polynomial equations and
logic circuit to generate the gate signals were implemented.

The used tool to compare the performances of the converter, employing different polynomial
equations to evaluate the control angles α and β, is the total harmonic distortion rate, THD%, as defined
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in Equation (13), where Vrms is the root mean square value of the voltage waveform and Vrms,1 is the
root mean square of the fundamental amplitude [53].

THD% =

√
V2

rms − V2
rms.1

Vrms,1
·100 (13)

Figure 19. Reconstruction for case 5.

Figure 20 shows comparison among different THD% values obtained for the five different cases.
It is interesting to note that in the center of the range, the THD% values are similar for the different
cases. Whereas there are different values in the extreme values of the range. In particular, case 1
(red curve) presents the lower values, as illustrated in Figure 20. For this reason, the polynomial
equations obtained in case 1 represent the best choice; in real time operation, case 1 requires the lower
time execution algorithm respect other cases presented, and it also contributes to better approximating
the WA by evaluating the THD%.

Figure 20. Comparison of total harmonic distortion rate (THD%) values obtained for different cases
taken into account.

Figure 21 shows the amplitudes of the obtained reference harmonics. By considering the
fundamental amplitude variation from 60% to 88%, the amplitude of the reference harmonics is
lower than 10%. The seventh harmonic has the amplitude higher than 10% in the range from 44% to
60%. While, the amplitude of the third harmonic increases after 88% of the reference amplitude.
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Figure 21. Amplitude of the reference harmonics obtained.

In the next section, an experimental validation of the simulation results was reported.
The experimental validation has been carried out by considering only the polynomial equations
of case 1.

6. Experimental Validation and Discussion

The aim of this paragraph is to reproduce experimentally the results obtained in the Simulink
environment. A single-phase, five level DC/AC converter prototype with a CHBMI circuital structure
has been assembled in order to carry out the experimental analysis. The test bench is shown in
Figure 22.

Figure 22. A picture of the test bench.

By means of the described test bench, the proposed technique was experimentally tested.
The control algorithm was implemented by mean a prototype of FPGA-based (Altera Cyclone III)
control board. The use of a FPGA allows the fast execution of control algorithms, parallel elaborations,
high numbers of I/O, and high flexibility.

The mathematical operations are managed by a clock signal with frequency equal to 100 MHz
and the resolution choice is 32 bit at floating point. The evaluation of the control angles α and β was
carried out in 1.01 μs. For the gate signals generation, a simple logic circuit was implemented.

The voltage waveforms have been acquired by the acquisition system with a number of samples
equal to 0.5 Ms and in a time interval equal to 20 ms. The acquired experimental samples of the voltage
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waveforms were processed in Matlab® environment. Figure 23 shows the screenshots of the acquired
voltage waveforms and corresponding harmonic spectra for some values of reference amplitude A.

Figure 23. Screenshot of the voltage waveforms acquired and corresponding harmonic spectra for
some values of reference amplitude A.

The used tool to compare the experimental tests with simulations is THD%. Figure 24 shows the
comparison between THD% obtained by simulation analysis (blue curve) and THD% obtained by
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experimental tests (red curve). It is interesting to note that the experimental THD% presents similar
values with respect to the simulated ones. In particular, there are only small differences for low values
of the reference amplitude.

Figure 24. Comparison between THD% obtained by simulation and experimental tests.

For reference amplitude equal to 46%, there is the maximum value of THD% equal to 33.55%.
In the range of reference amplitude from 74% to 90%, there are lower values, about 20%. For reference
amplitude equal to 82%, there is the minimum value of THD%, which is equal to 16.54%. Such a value
is above the proposed ones in the literature [16,19,44,45], but it is obtained for a very simple and more
economic structure.

Figure 25 shows the amplitude of fundamental and reference harmonics versus reference
amplitude. As observed for simulation results, in the range of reference amplitude from 60% to
88% the amplitude of the reference harmonics is lower than 10%. Moreover, also for the experimental
results, there are the same phenomena for the seventh and third harmonics already observed in the
simulation results. The fundamental amplitude presents a linear trend inside the working area.

Figure 25. Amplitude of fundamental and main harmonics trend versus reference harmonics. As can
be seen, the adjustment of the amplitude of the output of fundamental waveform varies in a linear
interval, in which the harmonic incidence can be easily reduced.

7. Conclusions

This paper presents an alternative way to obtain harmonic mitigation for single-phase five-level
CHBMI without solving non-linear equation applied in PV systems. Firstly, the so-called “voltage
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cancellation” technique has been presented, jointly with the analytical expression of the harmonic
content on the voltage waveforms.

The proposed method, through the analysis of the distorting component called DHRMS, detects a
working area, in which the mitigation of third, fifth seventh, ninth, and eleventh harmonics can be
enforced. Thus, through the evaluation of the minimum points of the DHRMS, the corresponding
control angles have been obtained. Moreover, the values of the control parameters can be obtained
without solving a set of nonlinear transcendental equations, but through a low-time-consuming
polynomial equations implementation. In this way, it is possible to enforce a real-time operation with
very low computational costs. By experimental validation, the equations obtained allow to drive
the converter only in a definite working area, where it is possible change the reference fundamental
amplitude from 44% to 94%. Inside this working area, the harmonics mitigation has been limited
under 10% in the range from 62% to 88% of the reference amplitude; the seventh harmonic has the
amplitude higher than 10% in the range from 44% to 60%, while the amplitude of the third harmonic
increases over 10% when the reference amplitude exceeds the 88%.
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Abstract: In order to alleviate the negative impacts of harmonically distorted grid conditions on
inverters, this paper presents a linear quadratic regulator (LQR)-based current control design for an
inductive-capacitive-inductive (LCL)-filtered grid-connected inverter. The proposed control scheme is
constructed based on the internal model (IM) principle in which a full-state feedback controller is used
for the purpose of stabilization and the integral terms as well as resonant terms are augmented into a
control structure for the reference tracking and harmonic compensation, respectively. Additionally, the
proposed scheme is implemented in the synchronous reference frame (SRF) to take advantage of the
simultaneous compensation for both the negative and positive sequence harmonics by one resonant
term. Since this leads to the decrease of necessary resonant terms by half, the computation effort of the
controller can be reduced. With regard to the full-state feedback control approach for the LCL-filtered
grid connected inverter, additional sensing devices are normally required to measure all of the
system state variables. However, this causes a complexity in hardware and high implementation cost
for measurement devices. To overcome this challenge, this paper presents a discrete-time current
full-state observer that uses only the information from the control input, grid-side current sensor,
and grid voltage sensor to estimate all of the system state variables with a high precision. Finally, an
optimal linear quadratic control approach is introduced for the purpose of choosing optimal feedback
gains, systematically, for both the controller and full-state observer. The simulation and experimental
results are presented to prove the effectiveness and validity of the proposed control scheme.

Keywords: distorted grid; digital signal processor (DSP) TMS320F28335; grid-connected inverter;
internal model; linear quadratic regulator; LCL filter

1. Introduction

The increasing interest in grid-connected voltage source inverters (VSI) for renewable energy
conversion systems poses a challenge to the current control design of inverter systems. In particular,
the current control scheme is responsible for a high quality of injected current to meet the power quality
standard of distributed generation such as the IEEE-519 in USA or the IEC 61000-3-2 in Europe [1]
even under harmonically distorted grid voltages. Additionally, the filter connected between the utility
grid and VSI plays an essential role to attenuate the current in high switching frequency from the pulse
width modulated inverter. In general, LCL filters are regarded as being satisfactory for three-phase
voltage source grid-connected inverters because they provide a better grid-side current quality with
lower costs and a smaller physical size when compared to the conventional L filters. Nevertheless,
the disadvantages of using LCL filters include a high-order system and the resonance behavior. As a
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result, the current control strategies of LCL-filtered inverters are more difficult and complex to stabilize
the system.

There are two methods to damp the resonance frequency of the LCL filter: passive damping
using additional physical components on LCL circuits, and active damping implemented by modifying
the control algorithm. A large number of studies in literature address the controller design in both
ways. In [2], a passive resistor is added in series with the filter capacitance with the aim of attenuating
the peak of LCL filter resonance. However, the main drawback of this method is that it causes extra
losses through heat dissipation and overall reduction of the system efficiency. On the other hand, the
active damping approaches are generally preferable and used quite commonly due to the fact that they
stabilize the system without increasing the losses. An active damping realized by virtual resistance
based on the capacitance current feedback is presented in [3–5]. In particular, Jia. Y et al. [3] presents
the capacitance current feedback active damping implemented via a proportional gain of the feedback
signal. The stability enhancement and robustness against distorted grid voltages are also discussed in
this work. Similarly, the capacitor current feedback loop of the LCL filter is implemented to improve both
the damping characteristic and inner-loop stability of a hierarchical control structure [4]. Furthermore,
an H-infinity repetitive controller in [5] demonstrates a better performance and efficiency of the inverter
by introducing the feedback of capacitor current to damp the resonance. Even though the stabilization
can be achieved, those schemes increase the complexity and cost in hardware caused by extra sensors
to obtain capacitor currents. As in other approaches, the studies in [6–8] present a state-space control
scheme which provides a convenient and straightforward way for resonance damping. In order to avoid
extra sensing devices, a full-state observer is also presented in these works, whereupon the number of
sensors used in the controller is compatible with the design of the conventional L filter case.

Aside from the resonance of the LCL filter, the issue of grid voltage distortion should be taken
into account in a current controller design for a grid-connected inverter. Thus, the adoption of a
proportional-resonant (PR) controller in the control strategy was studied widely in both classical and
modern control approaches to improve the power quality. Conventionally, the proportional-integral
(PI) controllers in rotating frame and the resonant controller in the stationary frame have been studied
in detail in [9], which demonstrates that an equivalent control performance can be achieved by these
controllers. The research work in [10] uses multiple PI controllers that are implemented in respective
reference frames rotating with the fundamental and harmonic frequencies to achieve control objectives
such as reference tracking and harmonic compensation. Another approach uses a PR scheme and
harmonic compensation control performing at particular frequencies in the stationary frame to restrain
the disturbance caused by the distorted grid voltage [3,11–15]. However, since these approaches
require two regulators to compensate both the negative and positive sequences, several regulators
might be necessary in the control scheme to meet the required total harmonic distortion (THD)
performance, which often leads to a significantly heavy computational burden. In order to reduce
the complexity of the digital implementation, the PI and resonant (PI-RES) current control scheme
constructed in the synchronous reference frame (SRF) has been studied in [16–18] to achieve multiple
harmonic compensation with the number of resonant controllers reduced by half. In particular, PI-RES
control schemes in the SRF are proposed for active power filters [18] or a three-phase grid converter
system [16,17] for the purpose of compensating multiple harmonics.

Aside from the resonant control scheme, an H-infinity repetitive control approach was studied
in [6] which presented the robustness against the system parameter variations of the LCL-type
grid-connected inverter. In addition, Fu. X et al. investigated a neural network (NN)-based
vector control approach for single-phase grid-connected converters to achieve an improved control
performance without any damping method for LCL filter [19].

In addition to the typical control structure based on the transfer function design [3,13–15], the
internal model (IM) principle proposed by Francis and Woham [20] has been applied to design
controllers such as the PI and PR in the state-space. In this regard, several studies considered the
IM approach to integrate control terms into the current control structure [17,21–23]. However, such
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a multivariable design approach also poses a challenge to an appropriate selection of controller
gains to stabilize the system as well as to ensure both the desired steady-state and transient-state
performances. The current controller design using the direct pole placement method in the state-space
has been accomplished in the continuous-time domain [7], as well as in the discrete-time domain [8,21].
Although the controller gains can be chosen based on the open-loop poles and the desired dynamics of
the closed-loop system, the pole placement method is not an attractive way in a complex system due
to the laborious process to select a large number of state-feedback and controller gains. On the other
hand, the studies in [12,17,22] solve the linear matric inequalities derived from the stability condition
in the Lyapunov sense to obtain the controller gains systematically. In the same vein, an optimal
solution based on the linear quadratic regulator (LQR) has been presented in [23], which optimizes the
cost function to calculate the optimal gains of the system.

In regard to the solution to reduce the number of needed sensors while still meeting the
requirement on the availability of system state variables for full-state feedback controller, many types
of observer have been studied to estimate the system state variables by using only the information
from the system input and output signals. In particular, the research works in [7,8,17,21] employ
the prediction-type full-state observer, while the study in [24] presents the reduced-order observer.
However, there are not many studies regarding the current full-state observer in the discrete-time
domain and its performance applied to three-phase LCL-filtered grid-connected inverters, even though
it is known to have the advantages that the estimated value is based on the current measurement in
comparison with the prediction-type observer and the impact of possible noise from the system output
signals can be avoided.

This paper presents a control design methodology for a grid-connected inverter with an LCL
filter in the discrete-time state-space, where the current control design is accomplished by a full-state
feedback control after incorporating the integral and resonant terms into control structure. In this
proposed scheme, the controller is implemented in the SRF in order that the integral control on the
DC quantities can ensure zero steady-state current error. Furthermore, four harmonic components in
phase currents at the 5th, 7th, 11th and 13th order can be effectively compensated at the same time
with only two resonant terms at 6th and 12th order. With an aim of reducing the total number of
sensors required for the control of LCL-filtered grid-connected inverters, a current full-state observer
is presented in the discrete-time domain with excellent estimation capability. The augmentation of the
resonant terms as well as the integral term into an inverter system model causes an increase in the
number of feedback gains to be selected. To choose the feedback gains in a systematic way, the optimal
linear quadratic control approach is adopted in this paper. By minimizing the cost function to satisfy
the stability and robustness requirements of the system, the overall system can be designed in an
effective and straightforward way. As a result, both the reference tracking and harmonic compensation
capability can be achieved in an LCL-filtered grid-connected inverter with an LQR approach by using
only the grid-side current sensor and grid voltage sensor. To demonstrate the effectiveness and validity
of the proposed control scheme, the PSIM software-based simulation (9.1, Powersim, Rockville, MD,
USA) and experiments have been carried out comprehensively by using a three-phase 2 kVA prototype
grid-connected inverter under adverse grid conditions.

2. State-Space Description of a Grid-Connected Inverter with LCL Filter

2.1. Modeling of a Grid-Connected Inverter with LCL Filter

In the SRF, three-phase variables “abc” are transformed into two orthogonal DC phasor quantities
“dq” by means of the Park’s transformation as follows:⎡⎢⎣ fq

fd
f0

⎤⎥⎦ =
2
3

⎡⎢⎣ cos(θ) cos(θ − 2π/3) cos(θ + 2π/3)

sin(θ) sin(θ − 2π/3) sin(θ + 2π/3)
1/2 1/2 1/2

⎤⎥⎦
⎡⎢⎣ fa

fb
fc

⎤⎥⎦ (1)
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where f denotes the variable being transformed and θ is the rotating phasor angle.
Figure 1 shows a configuration of a three-phase grid-connected inverter with an LCL filter,

in which VDC denotes the DC-link voltage, R1, R2, L1, and L2 are the filter resistances and filter
inductances, respectively, and C is the filter capacitance. In the SRF, the mathematical model of the
inverter system can be expressed as follows:

.
iq
2 = −R2

L2
iq
2 − ωid

2 +
1
L2

vq
c − 1

L2
eq (2)

.

id
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id
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c −
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C

id
2 +

1
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where the superscript “q” and “d” denote the q-axis and d-axis variables, respectively, ω is the angular
frequency of the grid voltage, i1 is the inverter-side current, i2 is the grid-side current, vc is the capacitor
voltage, e is the grid voltage, and vi is the inverter output voltage.

+
_

Figure 1. Configuration of a grid-connected inverter with inductive-capacitive-inductive (LCL) filter.

From Equations (2) to (7), the continuous-time representation of inverter system can be expressed
in the SRF as:

.
x(t) = Ax(t) + Bu(t) + De(t) (8)

y(t) = Cx(t) (9)

where x =
[
iq
2 id

2 iq
1 id

1 vq
c vd

c

]T
is the system state vector, u = [vq

i vd
i ]

T is the system input vector,

e = [eq ed]T is the grid voltage vector, and the system matrices A, B, C, and D are expressed as:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−R2/L2 −ω 0 0 1/L2 0
ω −R2/L2 0 0 0 1/L2

0 0 −R1/L1 −ω −1/L1 0
0 0 ω −R1/L1 0 −1/L1

−1/C 0 1/C 0 0 −ω

0 −1/C 0 1/C ω 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(10)
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B =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0
0

1/L1

0
0
0

0
0
0

1/L1

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, D =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−1/L2

0
0

0
−1/L2

0
0
0
0

0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, C =

[
1 0 0
0 1 0

0 0 0
0 0 0

]
(11)

2.2. System Model Discretization

For a digital implementation, the discretized model of inverter system is obtained by using the
zero-order hold with the sampling time Ts as [25]:

x(k + 1) = Adx(k) + Bdu(k) + Dde(k) (12)

y(k) = Cdx(k) (13)

where the matrices Ad, Bd, Cd, and Dd can be calculated as follows:

Ad = eATs = I +
ATs

1!
+

A2T2
s

2!
+ . . . (14)

Bd = A−1(Ad − I)B, Cd = C (15)

Dd = A−1(Ad − I)D (16)

3. Proposed Control Scheme

Figure 2 represents the proposed control scheme for a three-phase inverter connected with the utility
grid through an LCL filter. The inverter is controlled by the proposed current controller through the
space vector pulse width modulation (PWM). Also, the phase-locked loop (PLL) scheme is implemented
to generate the phase angle of the grid voltage for the grid synchronization process. The proposed
control scheme is constructed by an integral-resonant state feedback controller and a current full-state
observer in the discrete-time domain with only the measurements of the grid-side currents and grid
voltages. Besides, the current full-state observer is also implemented by using LCL-filter inverter model
to estimate the system state variables x from the control input u and system outputs y. Those estimated
states are used for the full-state feedback controller to stabilize the whole system.

+

_

Figure 2. Block diagram of the proposed integral-resonant state feedback current control scheme
with observer.
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3.1. Internal Model-Based Current Controller

To ensure asymptotic reference tracking as well as disturbance rejection for the harmonics in
the orders of 6th and 12th in the SRF, the integral-resonant state feedback control is constructed by
augmenting the integral and resonant terms in the discrete-time state-space based on the internal
model principle. An integral term in the state-space is expressed as [21,25]:⎡⎣ .

xq
i (t).

xd
i (t)

⎤⎦ = APc

[
xq

i (t)
xd

i (t)

]
+ BPc

[
εq(t)
εd(t)

]
(17)

where ε = [εq εd]T = r − Cdx is the current error vector, r =
[
iq∗
2 id∗

2

]T
is the reference current vector,

and APc =

[
0 0
0 0

]
, BPc =

[
1 0
0 1

]
.

Similarly, resonant terms for the q-axis and d-axis in the state-space are expressed as [17,26]:⎡⎢⎢⎢⎢⎢⎣

.
δ

q
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δ
q
2i(t)

.
δ

d
1i(t)

.
δ

d
2i(t)

⎤⎥⎥⎥⎥⎥⎦ = Arci
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q
1i(t)

δ
q
2i(t)

δd
1i(t)

δd
2i(t)

⎤⎥⎥⎥⎦+ Brci

[
εq(t)
εd(t)

]
for i = 6, 12 (18)

where Arci =

⎡⎢⎢⎢⎣
0 1

−(iω)2 −2ξ(iω)

0 1
−(iω)2 −2ξ(iω)

⎤⎥⎥⎥⎦, Brci =

⎡⎢⎢⎢⎣
0 0
1 0
0 0
0 1

⎤⎥⎥⎥⎦, and ξ is a

damping factor.
As the damping ratio ξ is increased, it is well known that the magnitude of the frequency

response at the resonant frequency is reduced, and the frequency response is flattened. The purpose of
introducing the resonant terms is to effectively compensate the grid-side current harmonics caused by
distorted grid voltages with the high gain at selective frequencies. Moreover, the proposed scheme can
ensure the tracking performance of grid-side currents by adopting integral terms. Thus, damping ratio
ξ is selected as zero in this study, which ensures that the harmonics from distorted voltages can be
effectively compensated for by the high gain at selective frequencies.

The system states in Equations (17) and (18) are augmented as:

.
zc(t) = Aczc(t) + Bcε(t) (19)

where zc = [z0 z6 z12]
T is the entire state variables for integral and resonant terms with z0 =

[
xq

i xd
i

]
,
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[
δ

q
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q
26 δd

16 δd
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]
, z12 =

[
δ

q
112 δ

q
212 δd

112 δd
212

]
:

Ac =

⎡⎢⎣ APc

Arc6

Arc12

⎤⎥⎦, and Bc =

⎡⎢⎣ BPc

Brc6

Brc12

⎤⎥⎦
The discrete-time counterparts of Ac and Bc can be obtained as:

Acd = eAcTs = I +
AcTs

1!
+

A2
c T2

s
2!

+ . . . (20)

Bcd = A−1
c (Acd − I)Bc (21)
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Then, the entire control system can be augmented as follows:[
x(k + 1)
zc(k + 1)

]
=

[
Ad 0

−BcdCd Acd

][
x(k)
zc(k)

]
+

[
Bd

0

]
u(k) +

[
Dd

0

]
e(k) +

[
0

Bcd

]
r(k) (22)

y(k) =
[

Cd 0
][ x(k)

zc(k)

]
(23)

Considering the augmented system, the state feedback control is expressed as:

u(k) = −[KxKz]

[
x(k)
zc(k)

]
= ux(k) + uz(k) (24)

where ux(k) = −Kxx(k) and uz(k) = −Kzzc(k).
The augmented system in Equations (22)–(24) can be rewritten in a compact form as:

xe(k + 1) = Aexe(k) + Beu(k) + Dee(k) + Brer(k) (25)

y(k) = Cexe(k) (26)

u(k) = −Kxe(k) (27)

where K = [Kx Kz] is a set of feedback gains and Kz = [KPz K6z K12z]. The detailed block diagram of
the proposed current controller is depicted in Figure 3, where AP, Ar6, Ar12, BP, Br6, and Br12 denote
the discrete-time counterparts of APc, Arc6, Arc12, BPc, Brc6, and Brc12, respectively.

Figure 3. Detailed control block diagram of the proposed current controller.
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3.2. Design of an Optimal Feedback Control Using Linear Quadratic Regulator (LQR) Approach

The state feedback control input u(k) will be an optimal control input to ensure the control
performance and system stability if the gain matrix K in system Equations (25)–(27) are evaluated
systematically by minimizing the discrete quadratic cost function as follows [27,28]:

J =
1
2

∞

∑
k=0

xe
T(k)Qxe(k) + uT(k)Ru(k) (28)

where Q is positive semi-definite matrix and R is positive definite matrix.
To obtain the optimal control input vector u(k) in closed loop form, an n × n real symmetric

matrix P with n being the number of state variables should be determined as the solution of the discrete
Riccati equation as follows:

P = Q + Ae
TPAe − Ae

TPBe

(
R + Be

TPBe

)−1
Be

TPAe. (29)

Then, the gain matrix K can be calculated in terms of P as follows:

K = R−1Be
T
(

Ae
T
)−1

(P − Q). (30)

The optimal control law is obtained by substituting Equations (30) to (27) as:

u(k) = −R−1Be
T
(

Ae
T
)−1

(P − Q)xe(k). (31)

Then, the whole control system can be re-modeled as:

xe(k + 1) =
{

Ae − Be

[
R−1Be

T
(

Ae
T
)−1

(P − Q)

]}
xe(k) + Dee(k) + Brer(k). (32)

The discrete Riccati Equation (29) can be solved by MATLAB (R2017b, The MathWorks, Inc,
Natick, MA, USA) functions “dare” and “dlqr”. It is obvious that all the elements in the feedback
gain matrix K rely on the choice of the symmetrical weighting matrices Q and R which determine
the relative importance of the state variable performance and expenditure of energy by control input
signals. The larger value of Q indicates that the system is stabilized with less change in the states,
while the smaller Q implies that the states would be in larger variation. Similarly, the emphasis on R

represents the behavior of the system states inputs. With the larger value of R, the system is stabilized
with less control input signals, whereas more energy is used to stabilize the whole system with smaller
value of R. In the proposed control scheme, the weighting matrices Q and R are selected as:

Q =

⎡⎢⎣ 10−2·I6×6 06×2 06×8

02×6 6.3 × 108·I2×2 02×8

08×6 08×2 6.3 × 108·I8×8

⎤⎥⎦, R =

[
1 0
0 1

]
(33)

where In×m and 0n×m are the identity and zero matrices with appropriate dimensions, respectively.
To improve the transient responses as well as to achieve the control objectives, a large weighting value
of 6.3 × 108 is used for the state variables of the IM components zc, while a quite small value of 10−2 is
chosen for six system state variables. As a result, a fast reference tracking of state variables and a good
suppression capability for the distorted harmonics on grid voltages can be obtained. The simulation
and experimental results are presented in next section to demonstrate the performance of the optimal
control scheme.

464



Energies 2018, 11, 2062

3.3. LQR-Based Current Full-State Observer in Discrete-Time

To realize a full-state feedback controller in the augmented system in Equations (25)–(27), all
the system state variables should be available for feedback purpose. However, in a three-phase
LCL-filtered grid-connected inverter, the additional sensing devices usually increase the total cost
and hardware complexity. Therefore, in the proposed control scheme, an LQR-based discrete-time
current full-state observer is employed to produce the estimated signals for the grid-side current î2,
the inverter-side current î1, and the capacitor voltages v̂c.

Regarding to the selection of observer type, there are three alternatives which are the
prediction-type observer, the current observer, and the reduced-order observer [20]. In the
prediction-type observer, the estimated states x̂(k) are determined based on the past measurement
of outputs at (k − 1)T. This means that the control signal ux(k) = −Kxx̂(k) does not utilize the most
current information on outputs y(k), which leads to the inaccuracy of estimated values and might
cause control performance degradation. On the other hand, the reduced-order observer can solve
the drawback of the prediction-type observer by using the measured states to estimate remaining
unmeasurable states at time kT. However, if the measurement variables are noisy, the imprecise
measured states may influence directly the feedback control inputs. For these reasons, the current
full-state observer is employed for the three-phase LCL-filtered grid-connected inverter in this paper,
which yields a precise estimation capability even under harmonically distorted grid voltage condition.

From the discretized model of the inverter system in Equations (12) and (13), a current full-state
observer is given as follows:

x(k + 1) = Adx̂(k) + Bdu(k) + Dde(k) (34)

x̂(k + 1) = x(k + 1) + Ke[y(k + 1)− Cdx(k + 1)] (35)

where the symbol “ˆ” denotes the estimated variables, Ke is the observer gain matrix, and x(k + 1) is
the first estimate of the state at time (k + 1)T. In this type of observer, x(k + 1) is first calculated from
the dynamics of system and input signal at kT, and then this estimation is added with the correction
term in Equation (35) when the output signals are measured at time (k + 1)T. Figure 4 presents a
discrete-time current full-state observer with a state-feedback controller, where the estimated state
variables are used to construct the state feedback control inputs.

Plant

Figure 4. State feedback control using current full-state observer in the discrete-time domain.
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In order to determine the observer gain matrix Ke, the estimation error x̃ is defined as:

x̃(k) = x(k)− x̂(k) (36)

Then, the error dynamics of the observer can be obtained by subtracting Equation (35) from
Equation (12) as follows:

x̃(k + 1) = (Ad − KeCdAd)x̃(k) (37)

To ensure that the observer is stable and the estimated states well track the actual ones, the observer
gain matrix should be chosen in order that the matrix (Ad − KeCdAd) or (AT

d − (CdAd)
T)KT

e ) is stable.
By applying a LQR approach similar to the design of a state feedback control, the discrete Riccati
equation can be applied for observer design as:

Po = Qo + AdPoAd
T − AdPo(CdAd)

T(Ro + (CdAd)Po(CdAd)
T)−1(CdAd)PoAd

T (38)

where Po is the solution of Riccati equation (38), and Qo and Ro are weighting matrices. Hence, the
observer gain Ke can be calculated in terms of Po as follows:

Ke = Ro
−1CdAd(Ad)

−1(Po − Qo). (39)

In this paper, the optimal observer gains can be chosen by utilizing the MATLAB function “dlqr”.

4. Simulation Results

In order to verify the feasibility and validity of the proposed current control scheme, simulations
were carried out for an LCL-filtered three-phase grid-connected inverter based on the PSIM software.
The configuration of the inverter system and the proposed control scheme are depicted in Figure 2.
The system parameters are listed in Table 1.

Table 1. System parameters of a grid-connected inverter.

Parameters Value Units

DC-link voltage 420 V
Resistance (load bank) 24 Ω

Filter resistance 0.5 Ω
Filter capacitor 4.5 μF

Inverter-side filter inductance 1.7 mH
Grid-side filter inductance 0.9 mH

Grid voltage (line-to line rms) 220 V
Grid frequency 60 Hz

Figure 5 represents three-phase distorted grid voltages used for the simulations. The abnormal
grid voltages contain the harmonic components in the order of the 5th, 7th, 11th, and 13th with the
magnitude of 5% with respect to the nominal grid voltages, which yields the THD value of 9.99%.
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(a) 

 
(b) 

Figure 5. Distorted grid voltages. (a) Three-phase distorted grid voltages; (b) Fast Fourier transform
(FFT) result of a-phase voltage.

Figure 6 shows the simulation results of the proposed current control scheme at steady-state
under the distorted grid condition as in Figure 5. Figure 6a shows the grid-side current responses at
the SRF with the reference currents. As can be observed from Figure 6a, the grid-side currents track
the reference values well. Figure 6b,c represent the steady-state responses for the inverter-side current
and capacitor voltage, respectively.

To demonstrate the transient performance of the proposed current control scheme, Figure 7 shows
the simulation results under the same distorted grid condition when the q-axis reference current
has a step change from 4 to 7 A at 0.25 s. Similarly, Figure 7a through Figure 7c represents the
grid-side current responses, inverter-side current responses, and capacitor voltage responses at the
SRF, respectively. As is shown in Figure 7a, the grid-side currents reach the reference very rapidly,
which indicates a sufficiently fast transient response of the proposed control scheme. In addition, the
fast transient performance of the proposed control scheme can be also inferred from Figure 7b,c.
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(a) 

 
(b) 

 
(c) 

Figure 6. Simulation results for steady-state responses under distorted grid voltage with the proposed
controller. (a) Grid-side current responses at the synchronous reference frame (SRF); (b) Inverter-side
current responses at the SRF; (c) Capacitor voltage responses at the SRF.
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(a) 

 
(b) 

 
(c) 

Figure 7. Simulation results for transient responses under distorted grid voltage with the proposed
controller. (a) Current references and grid-side current responses at the synchronous reference frame
(SRF); (b) inverter-side current responses at the SRF; (c) capacitor voltage responses at the SRF.

Figure 8 shows the simulation results for the inverter states and estimated states using the
proposed integral-resonant state feedback control scheme with the discrete-time current full-state
observer at the SRF. The optimal observer gains are obtained by using the MATLAB “dlqr” function
with given inverter parameters. As can be clearly observed from Figure 8, the estimated states instantly
converge to the actual ones even during oscillating transient periods, which confirms a fast and stable
operation of the observer.
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(a) 

 
(b) 

 
(c) 

Figure 8. Simulation results for the proposed control scheme with the discrete-time full-state observer
under step change in q-axis current reference; states and estimated states. (a) Waveforms of grid-side
currents and estimated states at the SRF; (b) waveforms of inverter-side currents and estimated states
at the SRF; (c) waveforms of capacitor voltages and estimated states at the SRF.

Figure 9 represents the simulation results for measured three-phase variables using the proposed
integral-resonant state feedback control scheme with the discrete-time current full-state observer when
the q-axis reference current has a step change. As can be seen from Figure 9a, three-phase grid-side
current waveforms remain relatively sinusoidal with a desired transient performance. In fact, the
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grid-side phase currents have the THD level of 3.57% in this case. Also, Figure 9b,c show actual
three-phase inverter-side current waveforms and three-phase capacitor voltage waveforms.

 
(a) 

 
(b) 

 
(c) 

Figure 9. Simulation results for measured three-phase variables with the proposed control scheme
under step change in q-axis current reference. (a) Three-phase grid-side current waveforms; (b)
three-phase inverter-side current waveforms; (c) three-phase capacitor voltage waveforms.

Figure 10 shows the simulation results for the estimated waveforms of three-phase grid-side
currents, inverter-side currents, and capacitor voltages under the same condition of Figure 9. In these
figures, the estimated three-phase variables are constructed in a DSP by using the estimated states at
the SRF to demonstrate the estimating performance of the discrete-time current full-state observer.
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Obviously, the estimated three-phase variables are compatible with the actual measured three-phase
waveforms in Figure 9.

 
(a) 

 
(b) 

 
(c) 

Figure 10. Simulation results for estimated three-phase variables with state observer under step change
in q-axis current reference. (a) Estimated three-phase grid-side currents; (b) estimated three-phase
inverter-side currents; (c) estimated three-phase capacitor voltages.

To verify the quality of injected grid currents for the proposed integral-resonant controller under a
distorted grid voltage, Figure 11 shows the FFT result for grid-side a-phase current with the harmonic
limits specified by the grid interconnection regulation IEEE Std. 1547 [29]. As can be seen clearly, the
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grid-side phase current yields only small 5th, 7th, 11th, and 13th harmonics components. The resultant
THD value is 3.569%, which meets the quality criteria of inverter injected current.

4%

2%

4%

Figure 11. FFT result for grid-side a-phase current of the proposed controller under distorted
grid voltages.

In order to verify the effectiveness of the proposed current control scheme, the performance of
the proposed LQR-based current control is compared to PR plus harmonic compensator (PR + HC)
structure presented in [3] under the same parameters as proposed in Table 1 and grid voltage condition
presented in Figure 5a. The transfer function of a PI + HC controller is given in the stationary frame as:

G = KP +
Kr1s

s2 + ω2 +
Kr5s

s2 + (5ω)2 +
Kr7s

s2 + (7ω)2 +
Kr11s

s2 + (11ω)2 +
Kr13s

s2 + (13ω)2 (40)

where KP is the proportional gain and Kri is the resonant gain with i = 1, 5, 7, 11, 13.
Figure 12 shows the simulation results for the control scheme in [3]. As can be observed from the

grid-side current responses in Figure 12a, the PR + HC current control still can compensate effectively
the harmonics caused by background voltages. However, the THD value of a-phase current is slightly
increased to 3.69% in comparison to that obtained from the LCL filter parameters in [3] because the
filter inductor values are reduced. Figure 12b presents the simulation results for the reference tracking
performance of grid-side currents in the stationary frame.

 
(a) 

Figure 12. Cont.
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(b) 

Figure 12. Simulation results for the proportional-resonant plus harmonic compensator (PR + HC)
control scheme under step change. (a) Three-phase grid-side current waveforms; (b) current references
and grid-side current responses at the stationary frame.

In spite of the control performance of the study in [3], it is worth mentioning that the main
drawback of the work in [3] lies in the requirement for additional current sensing devices. As obviously
shown in the control structure, the method in [3] requires the measurement of currents in inverter-side
as well as in grid-side to obtain the capacitor current for active damping. Generally, since additional
sensing devices cause complexity in the hardware and a high implementation cost, the purpose of this
study is to implement a desired control performance by utilizing only the grid-side current sensors
and grid voltage sensors.

Furthermore, the control method in [3] requires 5 resonant controllers including the fundamental
component for the α-axis and additional 5 resonant controllers for the β-axis to compensate for the
harmonic components in the order of the 5th, 7th, 11th, and 13th. On the contrary, since the proposed
scheme is designed in the synchronous reference frame, the total of 4 resonant controllers are sufficient
for the q- and d- axes to compensate the 6th and 12th order harmonic components. From the viewpoint
of digital implementation burden, the proposed control scheme requires only an acceptable level of
computation and complexity.

5. Experimental Results

In order to verify the feasibility of the proposed control scheme, the control algorithm is
implemented on 32-bit floating-point DSP TMS320F28335 (Texas Instruments, Inc, Dallas, TX, USA)
to control a 2 kVA prototype grid-connected inverter [30]. The configuration of the entire system is
illustrated in Figure 13a. The sampling period is set to 100 μs, which results in the switching frequency
of 10 kHz. Figure 13b depicts the photograph of the experimental test setup. The experimental setup is
composed of a three-phase inverter connected to the grid through an LCL filter, a magnetic contactor
for grid connecting operations, an AC power source to emulate three-phase grid voltages in the ideal as
well as distorted grid conditions, and current and voltage sensors used to measure grid-side currents
and grid voltages, respectively.

Figure 14a shows three-phase distorted grid voltages used for the experimental evaluation. Similar
to Figure 5 in the simulation, these grid voltages contain the 5th, 7th, 11th, and 13th harmonics with
the magnitude of 5% of the fundamental component. Figure 14b presents the FFT results for a-phase
grid voltage, which shows each harmonic component similar to Figure 5b.
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(a) 

 
(b) 

Figure 13. Configuration of the experimental system. (a) Block diagram of the overall system;
(b) photograph of the experimental test setup.

Figure 15 shows the experimental results for the proposed control scheme under the step change
in q-axis current reference from 4 to 6 A. It can be observed from Figure 15a that the inverter
output currents can track their references well and instantly reach a new steady-state value, which
demonstrates a fast transient response of the proposed control scheme. Figure 15b shows three-phase
grid-side current responses. It is confirmed from this figure that the proposed control scheme provides
considerable sinusoidal grid-side phase currents, which coincides well with the simulation results in
Figure 9a, verifying a stable and reliable operation of the inverter system.
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(a) 

 
(b) 

Figure 14. Distorted three-phase grid voltages used in the experiments. (a) Three-phase distorted grid
voltages; (b) FFT result of a-phase grid voltage.

 
(a) 

Figure 15. Cont.
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(b) 

Figure 15. Experimental results for the proposed control scheme under step change in q-axis current
reference. (a) Grid-side current responses at the SRF; (b) three-phase grid-side current responses.

Figure 16 presents the experimental results for the estimated grid-side currents, estimated
inverter-side currents, and estimated capacitor voltages by using the discrete-time current full-state
observer at the SRF under the step change in q-axis current reference. The estimated grid-side currents
at the SRF in Figure 16a show similar behavior with actual states in Figure 15a. Also, the experimental
estimated waveforms are very similar to the simulation results in Figure 8.

 
(a) 

Figure 16. Cont.
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(b) 

 
(c) 

Figure 16. Experimental results for the estimated states with the discrete-time full-state observer
under step change in q-axis current reference. (a) Responses of estimated grid-side currents at the
SRF; (b) responses of estimated inverter-side currents at the SRF; (c) responses of estimated capacitor
voltages at the SRF.

Figure 17a shows the experimental results for three-phase grid-side current waveforms at
steady-state with the proposed current control scheme under harmonically distorted grid conditions
as in Figure 14. Generally, the harmonic distortion on grid voltages directly influence on the grid-side
current control performance, reducing the power quality of distributed generation system. However,
the three-phase grid-side current waveform of the proposed scheme shows quite sinusoidal phase
currents in spite of such a severe harmonic distortion on grid voltages. As is shown in Figure 17b, the
FFT result for a-phase current shows negligibly small harmonic components in output current, which
successfully meets the requirements for the harmonic limits specified by IEEE Standard 519-1992.
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(a) 

 
(b) 

Figure 17. Experimental results for the proposed control scheme at steady-state. (a) Three-phase
grid-side current waveforms; (b) FFT result for a-phase current.

Figure 18 represents the experimental results for the estimating performance of the discrete-time
current full-state observer. To evaluate the estimating performance of the observer by comparison,
Figure 18a,b show the estimating performance for grid-side three-phase currents and the comparison
of these estimated signals with measured grid-side currents. In these figures, the estimated three-phase
variables îa

2, îb
2, and îc

2 are constructed in a DSP by using the estimated states îq
2 and îd

2 at the SRF.
The experimental results are well matched with the simulation results in Figure 10a and validate
the stability and reliability of the estimated states by the current full-state observer. Similarly,
Figure 18c,d show the estimating performance for inverter-side three-phase currents, and Figure 18e,f
for three-phase capacitor voltages, respectively. Also, the estimated three-phase variables îa

1, îb
1, and îc

1
are calculated in a DSP from the estimated currents îq

1 and îd
1 at the SRF, and v̂a

c , v̂b
c , and v̂c

c from the
estimated capacitor voltages v̂q

c and v̂d
c at the SRF, respectively. It can be confirmed from these figures

that all the estimated three-phase variables converge to actual measured three-phase variables well.
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(a) 

 
(b) 

 
(c) 

Figure 18. Cont.
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(d) 

 
(e) 

 
(f) 

Figure 18. Experimental results for the estimating performance with the discrete-time full-state observer.
(a) Estimating performance for grid-side three-phase currents; (b) comparison of the estimated grid-side
currents and measured grid-side currents; (c) estimating performance for inverter-side three-phase
currents; (d) comparison of the estimated inverter-side currents and measured inverter-side currents;
(e) estimating performance for three-phase capacitor voltages; (f) comparison of the estimated capacitor
voltage and measured capacitor voltage.
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6. Conclusions

This paper has presented an LQR-based current control design for an LCL-filtered grid-connected
inverter. The proposed control scheme has been constructed by using the IM principle in the SRF to
augment integral and resonant terms into a state feedback control. As a result, the control scheme
successfully achieves control objectives such as an asymptotic reference tracking and disturbance
rejection, which significantly reduces the impact of grid voltage distortion on the output current.
Moreover, since the proposed scheme is implemented in the SRF, both the negative and positive
sequence harmonics can be effectively compensated for by only one resonant term, which leads to
a decrease in the number of regulators. This feature is usually preferred because the required THD
performance can be met with further reduction in computation efforts. Furthermore, with the aim
of avoiding the increase of sensing devices in an LCL-filtered grid-connected inverter system in
comparison with L-filtered counterpart, a current full-state observer in the discrete-time domain has
been discussed in detail to estimate all the state variables. On account of the augmentation of the
resonant terms as well as the integral term into the inverter model, an increased number of feedback
gains should be selected. To deal with such a limitation, an optimal LQR approach is adopted as a
way of choosing the feedback gains systematically, in which the discrete cost function is minimized to
satisfy the stability and robustness requirements of the system. As a result, both the system feedback
and observer gains can be selected based on the LQR method in an effective and straightforward way.
In addition to that, the control objectives such as the reference tracking and harmonic compensation
capability can be effectively achieved without increasing the required number of sensing devices.

In order to evaluate the feasibility and validity of the proposed control scheme, the whole control
algorithm is implemented on 32-bit floating-point DSP TMS320F28335 to control 2 kVA prototype
grid-connected inverter. Comprehensive simulation and experimental results are presented under
distorted grid voltage conditions to demonstrate the usefulness of the proposed current control scheme.

Author Contributions: T.V.T., S.-J.Y., and K.-H.K. conceived the main concept of the control structure and
developed the entire system. T.V.T. and S.-J.Y. carried out the research and analyzed the numerical data with
guidance from K.-H.K. T.V.T., S.-J.Y., and K.-H.K. collaborated in the preparation of the manuscript.

Funding: This work was also supported by the Human Resources Development of the Korea Institute of Energy
Technology Evaluation and Planning (KETEP), grant funded by the Korea government Ministry of Trade, Industry
and Energy (NO. 20174030201840).

Acknowledgments: This research was supported by Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2016R1D1A1B03930975).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Trinh, Q.N.; Lee, H.H. An advanced current control strategy for three-phase shunt active power filters.
IEEE Trans. Indus. Electr. 2013, 60, 5400–5410. [CrossRef]

2. Peña-Alzola, R.; Liserre, M.; Blaabjerg, F.; Sebastián, R.; Dannehl, J.; Fuchs, F. Analysis of the passive damping
losses in LCL-filter-based grid converters. IEEE Trans. Power Electr. 2013, 28, 2642–2646. [CrossRef]

3. Jia, Y.; Zhao, J.; Fu, X. Direct grid current control of LCL-filtered grid-connected inverter mitigating grid
voltage disturbance. IEEE Trans. Power Electr. 2014, 29, 1532–1541.

4. Han, Y.; Shen, P.; Zhao, X.; Guerrero, J. Control strategies for islanded microgrid using enhanced hierarchical
control structure with multiple current-loop damping schemes. IEEE Trans. Smart Grid 2017, 8, 1139–1153.
[CrossRef]

5. Jin, W.; Li, Y.; Sun, G.; Bu, L. H∞ repetitive control based on active damping with reduced computation
delay for LCL-type grid-connected inverters. Energies 2017, 10, 586. [CrossRef]

6. Bolsens, B.; Brabandere, K.D.; Den Keybus, J.V.; Driesen, J.; Belmans, R. Model-based generation of low
distortion currents in grid-coupled PWM-inverters using an LCL output filter. IEEE Trans. Power Electr. 2006,
21, 1032–1040. [CrossRef]

482



Energies 2018, 11, 2062

7. Kukkola, J.; Hinkkanen, M. Observer-based state-space current control for a three-phase grid-connected
converter equipped with an LCL filter. IEEE Trans. Indus. Appl. 2014, 50, 2700–2709. [CrossRef]

8. Kukkola, J.; Hinkkanen, M.; Zenger, K. Observer-based state-space current controller for a grid converter
equipped with an LCL filter: Analytical method for direct discrete-time design. IEEE Trans. Indus. Appl.
2015, 51, 4079–4090. [CrossRef]

9. Zmood, D.N.; Holmes, D.G. Stationary frame current regulation of PWM inverters with zero steady-state
error. IEEE Trans. Power Electr. 2003, 18, 814–822. [CrossRef]

10. Lascu, C.; Asiminoaei, L.; Boldea, I.; Blaabjerg, F. High performance current controller for selective harmonic
compensation in active power filters. IEEE Trans. Power Electr. 2007, 22, 1826–1835. [CrossRef]

11. Kulka, A.; Undeland, T.; Vazquez, S.; Franquelo, L.G. Stationary frame voltage harmonic controller for
standalone power generation. In Proceedings of the European Conference on Power Electronics Applications,
Aalborg, Denmark, 2–5 September 2007; pp. 1–10.

12. Gabe, I.J.; Montagner, V.F.; Pinheiro, H.P. Design and implementation of a robust current controller for VSI
connected to the grid through an LCL filter. IEEE Trans. Power Electr. 2009, 24, 1444–1452. [CrossRef]

13. Gonzatti, R.B.; Ferreira, S.C.; da Silva, C.H.; Pereira, R.R.; da Silva, L.E.B.; Lambert-Torres, G. Using smart
impedance to transform high impedance microgrid in a quasi-infinite busbar. IEEE Trans. Smart Grid 2017, 8,
428–436. [CrossRef]

14. Perez-Estevez, D.; Doval-Gandoy, J.; Yepes, A.G.; Lopez, O.; Baneira, F. Enhanced resonant current controller
for grid-connected converters with LCL filter. IEEE Trans. Power Electr. 2017. [CrossRef]

15. Liu, Y.; Wu, W.; He, Y.; Lin, Z.; Blaabjerg, F.; Chung, H.S.H. An efficient and robust hybrid damper for
LCL or LLCL-based grid-tied inverter with strong grid-side harmonic voltage effect rejection. IEEE Trans.
Indus. Electr. 2016, 63, 926–936. [CrossRef]

16. Liserre, M.; Teodorescu, R.; Blaabjerg, F. Multiple harmonics control for three-phase grid converter systems
with the use of PI-RES current controller in a rotating frame. IEEE Trans. Power Electr. 2006, 21, 836–841.
[CrossRef]

17. Lai, N.B.; Kim, K.H. Robust control scheme for three-phase grid-connected inverters with LCL-filter under
unbalanced and distorted grid conditions. IEEE Trans. Energy Conver. 2018, 33, 506–515. [CrossRef]

18. Bojoi, R.I.; Griva, G.; Bostan, V.; Guerriero, M.; Farina, F.; Profumo, F. Current control strategy for power
conditioners using sinusoidal signal integrators in synchronous reference frame. IEEE Trans. Power Electr.
2005, 20, 1402–1412. [CrossRef]

19. Fu, X.; Li, S. A novel neural network vector control for single-phase grid-connected converters with L,
LC and LCL filters. Energies. 2017, 9, 328. [CrossRef]

20. Francis, B.; Wonham, W. The internal model principle of control theory. Automatica 1976, 12, 457–465.
[CrossRef]

21. Yoon, S.J.; Lai, N.B.; Kim, K.H. A systematic controller design for a grid-connected inverter with LCL filter
using a discrete-time integral state feedback control and state observer. MDPI Energies 2018, 11, 1–20.

22. Lim, J.S.; Park, C.; Han, J.; Lee, Y.I. Robust tracking control of a three-phase DC–AC inverter for UPS
applications. IEEE Trans. Indus. Electr. 2014, 61, 4142–4151. [CrossRef]

23. Hasanzadeh, A.; Edrington, C.S.; Mokhtari, H. A novel LQR based optimal tuning method for IMP-based
linear controllers of power electronics/power systems. In Proceedings of the IEEE Conference on Decision
and Control, Orlando, FL, USA, 12–15 December 2011; pp. 7711–7716.

24. Perez-Estevez, D.; Doval-Gandoy, J.; Yepes, A.; Lopez, O. Positive- and negative-sequence current controller
with direct discrete-time pole placement for grid-tied converters with LCL filter. IEEE Trans. Power Electr.
2017, 32, 7207–7221. [CrossRef]

25. Franklin, G.; Workman, M.; Powell, J. Digital Control of Dynamic Systems; Ellis-Kagle Press: Half Moon Bay,
CA, USA, 2006.

26. Maccari, L.; Massing, J.; Schuch, L.; Rech, C.; Pinheiro, H.; Oliveira, R.; Montagner, V. LMI-based control for
grid-connected converters with LCL filters under uncertain parameters. IEEE Trans. Power Electr. 2014, 29,
3776–3785. [CrossRef]

27. Phillips, C.L.; Nagle, H.T. Digital Control System Analysis and Design, 3rd ed.; Prentice Hall: Englewood Cliffs,
NJ, USA, 1995.

28. Ogata, K. Discrete Time Control Systems, 2nd ed.; Prentice-Hall: Englewood Cliffs, NJ, USA, 1995.

483



Energies 2018, 11, 2062

29. IEEE. IEEE Standard for Interconnecting Distributed Resources with Electric Power Systems; IEEE Std.1547; IEEE:
New York, NY, USA, 2003.

30. Texas Instrument. TMS320F28335 Digital Signal Controller (DSC)—Data Manual; Texas Instrument: Dallas,
TX, USA, 2008.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

484



energies

Article

Stability Analysis of Grid-Connected Converters with
Different Implementations of Adaptive PR
Controllers under Weak Grid Conditions

Xing Li and Hua Lin *

State Key Laboratory of Advanced Electromagnetic Engineering and Technology, School of Electrical and
Electronic Engineering, Huazhong University of Science and Technology, Wuhan 430074, China;
hust_lx@hust.edu.cn
* Correspondence: lhua@mail.hust.edu.cn; Tel.: +86-27-87543071-315

Received: 10 July 2018; Accepted: 31 July 2018; Published: 1 August 2018

Abstract: Adaptive proportional resonant (PR) controllers, whose resonant frequencies are obtained
by the phase-locked loop (PLL), are employed in grid connected voltage source converters (VSCs) to
improve the control performance in the case of grid frequency variations. The resonant frequencies can
be estimated by either synchronous reference frame PLL (SRF-PLL) or dual second order generalized
integrator frequency locked loop (DSOGI-FLL), and there are three different implementations of
the PR controllers based on two integrators. Hence, in this paper, system stabilities of the VSC
with different implementations of PR controllers and different PLLs under weak grid conditions are
analyzed and compared by applying the impedance-based method. First, the αβ-domain admittance
matrixes of the VSC are derived using the harmonic linearization method. Then, the admittance
matrixes are compared with each other, and the influences of their differences on system stability
are revealed. It is demonstrated that if DSOGI-FLL is used, stabilities of the VSC with different
implementations of the PR controllers are similar. Moreover, the VSC using a DSOGI-FLL is more
stable than that using a SRF-PLL. The simulation and experimental results are conducted to verify
the correctness of theoretical analysis.

Keywords: grid-connected converter; adaptive resonant controller; PLL; impedance analysis

1. Introduction

With the increasing energy consumption worldwide, the use of renewable energy sources like
wind and solar energies [1,2] in the grid has been growing increasingly. The voltage source converters
(VSCs) have many desirable features, such as full controllability, low current harmonics, and high
efficiency, thus they are widely used to deliver the power produced by the renewable energies into the
grid [3].

Proportional resonant (PR) controllers could control positive-sequence and corresponding
negative-sequence grid current at the same time without any additional negative-sequence current
controller, and they allow a relatively low computational cost as they are implemented in the stationary
frame [3–5]. Hence, PR controllers working on the stationary reference frame are widely used in
grid-connected VSCs. Implementations of the PR controllers based on two integrators are widely
employed, since no explicit trigonometric functions are needed [5]. Three typical implementations of
the resonance term of the current controllers in the prior studies are shown in Figure 1 [5–7]. For future
reference, they are called implementation I, II and III, respectively. If the resonant frequency is constant,
these implementations are equivalent to each other.

The grid frequency is practically not a constant but within a certain range [8,9], thus the control
performance would be inevitable weakened if the center frequency of the resonance controller is set to
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be constant. If the resonant frequency is set to be the fundamental frequency and the grid frequency
deviates from it, there would be a phase shift between the grid current and the corresponding grid
voltage, though the aimed power factor is unity [6]. To improve control performance in the case of
grid frequency variations, the authors of [6,8,10–13] developed frequency adaptive PR controllers,
whose resonant frequencies are not constant values, but are updated online according to the frequency
estimated by the phase-locked loop (PLL) system. If the adaptive PR controllers are applied, a unity
power factor operation can be achieved [6]. The resonant frequency of the adaptive PR controller is
time-variant, thus dynamic properties of the adaptive PR controllers with different implementations
might be dramatically different. Consequently, the port characteristics of the converter with different
implementations of adaptive PR controllers would not be the same.

Figure 1. Implementations of the resonant term of frequency adaptive proportional resonant (PR)
controllers based on two integrators.

The resonant frequency of the adaptive PR controller can be obtained by grid synchronization
techniques based on phase locking approach, e.g., synchronous reference frame-phase locked loop
(SRF-PLL) [14] which is widely used for its simplicity and robustness, or frequency locking approach,
e.g., dual second-order generalized integrator-frequency locked loop (DSOGI-FLL) [15] which is
implemented in the stationary reference frame. As SRF-PLL and DSOGI-FLL use different approaches
to obtain the grid frequency, their influences on the port characteristics of the converter with adaptive
current controllers might differ be different.

Under weak grid conditions, stability issues introduced by the grid-connected VSCs are of great
importance [16–22]. The differences of the port characteristics of the converter introduced by applying
different control schemes, including three different implementations of the adaptive PR controllers
and the two different PLLs to obtain the resonant frequency, might significantly change the stability of
the VSC connected to a weak grid. Hence, it is necessary to compare the robustness of the VSC with
different control schemes.

In this paper, the stability issues of the VSC with different implementations of the adaptive PR
controllers and different PLLs are studied and analyzed using the impedance-based method [18,23–28].
A suggestion to choose a suitable controllers’ implementation and the related PLL for the VSC with
adaptive PR controllers is given.

The rest of the paper is organized as follows: in Section 2, the studied system with adaptive current
controller is briefly introduced. Section 3 shows how to model the adaptive resonant controller with
different implementations of the resonant terms, and the approach to incorporate it into the admittance
model of the converter. In Section 4 the effects of the adaptive resonant controllers with different
implementations on system stability is analyzed and compared, and the stability of the system using
a SRF-PLL for grid synchronization and the system using a DSOGI-FLL for grid synchronization is
compared. Section 5 includes experimental verifications of the theoretical analysis. Section 6 concludes
this paper.

2. VSC with Adaptive PR Current Controllers

The L-type grid connected converter with grid current regulation working on αβ reference frame
is studied, as depicted in Figure 2. The inductance of the filter is L, and the equivalent series resistance
is r. The grid inductance is Lg. The grid voltages, the voltages at the point of common coupling (PCC),
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the ac-side converter voltages, and the currents delivered to the grid are usk, ugk, vk, and ik (k = a, b, c),
respectively. The dc input voltage of the converter is Vdc.

Grid current references in the stationary reference frame (iαr, iβr) can be obtained by applying an
inverse Park transformation to the active, reactive current references (Idr, Iqr). In this paper, unit-power
factor is considered, i.e., Iqr is set to be zero. Subscripts ‘α’ and ‘β’ refer to the α-axis and β-axis,
respectively, while subscripts ‘d’ and ‘q’ refer to the d-axis and q-axis, respectively.

Figure 2. Block diagram of a voltage source converter (VSC) with adaptive PR controllers for
grid-connected applications.

2.1. Adaptive PR Controller

The grid current error signals (eα, eβ) are sent to the PR controllers to generate the reference of the
ac-side converter voltages (vαr, vβr). The PR current controllers are defined as follows:

H(s) = kp + kr
s

s2 + ω2
f
= kp + krR(s) (1)

where ωf is the resonant frequency, different from the conventional PR controller, the adaptive PR
controller uses the frequency estimated by the PLL as the resonant frequency instead of the constant
fundamental frequency ω1; kp, kr are the proportional- and resonant-gain of the controller, respectively.
The controller gains can be tuned according to: kp = αcL, ki = αcr [18] where αc is the current control loop
bandwidth. R(s) is the resonant term of the controller. R(s) has infinite gain at the resonant frequency
and thus it is capable for the grid current to track its reference without steady-state error.

The detailed block diagrams of different implementations of the PR controller based on two
integrators are depicted in Figure 3, where xiα and yoα are the input and output of R(s), respectively.
The α-axis and β-axis are decoupled, thus only the PR controller implemented in the α-axis is given
for simplicity. In time domain, the relationships between xiα and yoα can be derived from Figure 3,
as follows: ⎧⎪⎪⎨⎪⎪⎩

xiα(t) =
dyoα(t)

dt + ω2
f (t)
∫ t

0 yoα(t)dt · · · I

xiα(t) =
dyoα(t)

dt +
∫ t

0 ω2
f (t)yoα(t)dt · · · II

xiα(t) =
dyoα(t)

dt + ω f (t)
∫ t

0 ω f (t)yoα(t)dt · · · III

(2)

where Equations (2-I), (2-II) and (2-III) are obtained with implementation I, II, and III of the PR
controllers, respectively. If ωf is constant, the three equations are equivalent to each other. However,
for the adaptive PR controllers, ωf is time varying, the equations are no longer the same. Thus the
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dynamic properties of the adaptive PR controllers with different implementations might be different,
and the transfer function shown in Equation (1) is not enough to describe the dynamic properties of
adaptive PR controllers.

Figure 3. Detailed block diagrams of adaptive PR controllers with different implementations of R(s).

The adaptive PR controllers’ outputs are sent to the SVPWM to generate the control signals.

2.2. Grid Synchronization Methods

Two typical grid synchronization methods, i.e., SRF-PLL and DSOGI-FLL as shown in Figure 4
are used to provide the phase angle to calculate the reference currents and the controller’s resonant
frequency. The block diagram of a typical SRF-PLL is shown in Figure 4a, where GPLL(s) is the PLL
controller. Figure 4b shows the block diagram of DSOGI-FLL with frequency locked loop (FLL) gain
normalization, where k is the gain of the SOGI, and γ is used to regulate the settling time of the
FLL [22]. The DSOGI-FLL consists of four parts: (1) SOGI; (2) positive/negative-sequence calculation
block (PNSC) to obtain the positive-sequence voltages (uα+, uβ+) and the negative-sequence voltage
(uα−, uβ−); (3) FLL with FLL gain normalization to estimate the grid frequency; (4) the “atan2” uses
the positive-sequence voltages for the phase angle calculation.

Figure 4. Block diagram of (a) a basic synchronous reference frame PLL (SRF-PLL); (b) a dual second
order generalized integrator frequency locked loop (DSOGI-FLL) based grid synchronization with
frequency locked loop (FLL) gain normalization.

With different implementations of the adaptive PR controllers and different PLLs, the stability of
the grid-connected converter might be quite different under weak grid conditions.
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3. Impedance Modeling

Impedance-based methods were a popular choice in prior studies to analyse the stability of
grid-connected converters. Impedance modeling of the converter can be performed in either the
dq-domain [25] or in the αβ-domain [26,27]. Considering that the grid current regulation working
on αβ reference frame is used, impedance-based method in the αβ-domain is applied in this paper.
The αβ-domain converter impedances are derived using harmonic linearization method.

A positive-sequence perturbation at an arbitrary frequency ωp is injected to the grid to obtain
the reflected admittances at the ac terminals. Thus, in three phase variables, there would have
positive-sequence components at frequency ωp and negative-sequence components at frequency
ωp − 2ω1 [28]. In this paper, it is defined that s = jω, where ω = ωp − ω1.

3.1. Model of the Adaptive PR Controllers

The outputs of the adaptive PR controllers are affected by the error signal and the estimated
frequency, as shown in Figure 3, thus the small-signal part of controllers’ outputs can be described by
Equation (3): {

vp
αr(ω + ω1) = H(s + jω1)e

p
α(ω + ω1) + Hx

p(s + jω1)ω f (ω)

vn
αr(ω − ω1) = H(s − jω1)en

α(ω − ω1) + Hx
n(s − jω1)ω f (ω)

(2)

where H(s) is defined in Equation (1); Hx
p(s) and Hx

n(s) are used to describe the influence of ωf
on the positive-, negative-sequence components of the current controllers’ outputs, respectively.
The superscripts of the variables ‘p’ and ‘n’ are used to indicate the positive-, negative-sequence of
the variables, respectively. The superscripts of the transfer functions ‘x’ in Hx

p(s) and Hx
n(s) is used to

distinguish the implementations of adaptive controllers: x = i, ii, and iii indicates that implementation
I, II and III is used, respectively.

To obtain the detailed expressions of Hx
p(s) and Hx

n(s), eα is assumed to be zero, thus from Figure 3,
it can be easily obtained that xiα = 0, and yoα = vαr. If the implementation I of the adaptive PR controller
is used, it can be derived from (2-I) by using convolution that:⎧⎨⎩ (s + jω1)v

p
ar(ω + ω1) +

(
ω2

1
vp

ar(ω+ω1)
s+jω1

+ 2ω1ω f (ω)Vα [ω1]
jω1

)
= 0

(s − jω1)vn
ar(ω − ω1) +

(
ω2

1
vn

ar(ω−ω1)
s−jω1

+ 2ω1ω f (ω)Vα [−ω1]
−jω1

)
= 0

(3)

where Vα[±ω1] = (Vm + rIdr ± jLω1Idr)/2 are the Fourier coefficients of vαr at the positive/negative
fundamental frequency, Vm is the magnitude of PCC voltage. For simplicity, set Vp = 2Vα[ω1],
and Vn = 2Vα[−ω1].

The detailed expressions of Hx
p(s) and Hx

n(s) for x = i can be easily obtained from Equations (3)
and (4), as shown in Table 1. Following the same procedure, Hx

p(s) and Hx
n(s) for x = ii, and iii can also

be derived as shown in Table 1.

Table 1. Detailed expressions of Hx
p (s) and Hx

n(s) in Equation (3) with different implementations of the
adaptive PR current controllers.

X i ii iii

Hx
p(s + jω1)

jVp(s+jω1)
s(s+j2ω1)

− Vpω1

s(s+j2ω1) j Vp
2s

Hx
n(s − jω1)

− jVn(s−jω1)
s(s−j2ω1)

− Vnω1
s(s−j2ω1) −j Vn

2s

3.2. Model of the PLL System

The frequency domain forms of ωf and θf are shown in Equation (5). The superscripts ‘y’ is
used to distinguish the PLL that is applied: y = pll means that a SRF-PLL is used; y = fll means
that a DSOGI-FLL is used. The expressions of the transfer functions are shown in Table 2 where
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Tpll(s) = GPLL(s)/(s + VmGPLL(s)) and D(s) = s2 + kω1s + ω1
2. The derivations are shown in the

Appendix A. {
ω f (ω) = Hy

wp(s)u
p
gα(ω + ω1) + Hy

wn(s)un
gα(ω − ω1)

θ f (ω) = Hy
sp(s)u

p
gα(ω + ω1) + Hy

sn(s)un
gα(ω − ω1)

(4)

Table 2. Detailed expressions of the transfer functions in Equation (5) with different phase-locked
loops (PLLs).

Hpll
sp (s) = −jTpll(s) Hpll

wp(s) = −jsTpll(s)

Hpll
sn (s) = jTpll(s) Hpll

wn(s) = jsTpll(s)

H f ll
sp (s) = − jkω1(s+j2ω1)

2Vm D(s+jω1)

(
1 +

λ
(

s−j2ω1
D(s−jω1)

+
s+j2ω1

D(s+jω1)

)
1+λ

kω1
s

(
s−jω1

D(s−jω1)
+

s+jω1
D(s+jω1)

)
)

H f ll
wp(s) =

−jλ kω1
Vm

s+j2ω1
D(s+jω1)

1+λ
kω1

s

(
s−jω1

D(s−jω1)
+

s+jω1
D(s+jω1)

)

H f ll
sn (s) = j kω1(s−j2ω1)

2Vm D(s−jω1)

(
1 +

λ
(

s−j2ω1
D(s−jω1)

+
s+j2ω1

D(s+jω1)

)
1+λ

kω1
s

(
s−jω1

D(s−jω1)
+

s+jω1
D(s+jω1)

)
)

H f ll
wn(s) =

jλ kω1
Vm

s−j2ω1
D(s−jω1)

1+λ
kω1

s

(
s−jω1

D(s−jω1)
+

s+jω1
D(s+jω1)

)

3.3. Model of the Current References

The αβ-domain current references in the frequency domain is shown in Equation (6) [22]:{
ip
αr(ω + ω1) = j0.5Idrθ f (ω)

in
αr(ω − ω1) = −j0.5Idrθ f (ω)

(5)

3.4. Model of the Grid Current Loop

Based on the adaptive PR controller (3), the PLL system (5) and the current references (6), the
detailed small-signal model of the grid current with adaptive PR controllers can be obtained, as
depicted in Figure 5, where Gd(s) is used to depicts the gain and delays (digital computation delay and
the PWM delay) [29] of the converter, as follows:

Gd(s) = e−1.5sTs (6)

where Ts is the sampling period.

Figure 5. Small signal model of grid current control loop influenced by the PLL system.

Because of the adaptive PR controller, extra branches are introduced in the model of grid current
loop, as shown in the red part of Figure 5. Moreover, Hx

p(s), Hx
n(s) (as shown in Table 1) are different

for different implementations of adaptive PR controllers, and Hy
wp(s), Hy

wn(s) (as shown in Table 2) are
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not the same for different PLLs. Hence, the port characteristics of the grid-connected converters with
different implementations of the adaptive PR controllers and different PLLs are different.

The small-signal part of grid current can be obtained from Figure 5, as follows:{
ip
α(ω + ω1) = Ti(s + jω1)i

p
αr(ω + ω1)− Yi(s + jω1)u

p
gα(ω + ω1) + Twp(s + jω1)Δω f (ω)

in
α(ω − ω1) = Ti(s − jω1)in

αr(ω − ω1)− Yi(s − jω1)un
gα(ω − ω1) + Twn(s − jω1)Δω f (ω)

(7)

where: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yi(s) = 1

H(s)Gd(s)+Ls+r
Ti(s) = H(s)Gd(s)Yi(s)
Twp(s) = Hx

p(s)Gd(s)Yi(s)
Twn(s) = Hx

n(s)Gd(s)Yi(s)

(8)

3.5. Admittance Matrix

The admittance matrix of the converter, Yαβ(s), is defined in Equation (10):

[
−ip

α(ω + ω1)

−in
α(ω − ω1)

]
=

[
Ypp(s + jω1) Ypn(s + jω1)

Ynp(s − jω1) Ynn(s − jω1)

][
up

gα(ω + ω1)

un
gα(ω − ω1)

]
= Yαβ(s)

[
up

gα(ω + ω1)

un
gα(ω − ω1)

]
(9)

The elements can be derived from Figure 5, as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ypp(s + jω1) = Yi(s + jω1)−

(
j0.5Idr Hy

sp(s)Ti(s + jω1) + Twp(s + jω1)Hy
wp(s)

)
Ypn(s + jω1) = −j0.5IdrTi(s + jω1)Hy

sn(s)− Twp(s + jω1)Hy
wn(s)

Ynp(s − jω1) = j0.5IdrTi(s − jω1)Hy
sp(s)− Twn(s − jω1)Hy

wp(s)
Ynn(s − jω1) = Yi(s − jω1)−

(
−j0.5IdrTi(s − jω1)Hy

sn(s) + Twn(s − jω1)Hy
wn(s)

) (10)

4. Impedance-Based Stability Analysis

4.1. Addmittances Analysis and Verifications

Figures 6 and 7 shows the magnitude responses of the admittances of the grid-connected converter
with SRF-PLL and DSOGI-FLL, respectively. The solid lines are plotted using the theoretical models in
Equation (11), while the circles are the point-by-point numerical simulation results of the admittances
for comparison. The parameters used in simulations are as shown in Table 3 with the bandwidth of the
SRF-PLL fbω_PLL = 40 Hz (the corresponding parameters of the GPLL(s) is designed based on [30]), and
the parameters of the DSOGI-FLL are: k = 1.1, γ = 41. It can be observed from Figures 6 and 7 that for
different implementations of adaptive PR controllers and different PLLs, the numerical admittances
match the theoretical admittances of the grid-connected converter, which verify the correctness of the
proposed admittance model.
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Figure 6. Magnitude responses of admittances of the converter synchronized by a SRF-PLL:
(a) Ypp(s + jω1); (b) Ypn(s + jω1); (c) Ynp(s − jω1); (d) Ynn(s − jω1). Red line: Implementation I; Green line:
implementation II; Black line: implementation III is applied. Circles: numerical simulation results.

Figure 7. Magnitude responses of admittances of the converter synchronized by a DSOGI-FLL:
(a) Ypp(s + jω1); (b) Ypn(s + jω1); (c) Ynp(s − jω1); (d) Ynn(s − jω1). Red line: Implementation I; Green line:
implementation II; Black line: implementation III is applied. Circles: numerical simulation results.

Table 3. Parameters of grid-tied converter prototype.

Symbol Description Value

V1 Grid phase-neutral peak voltage 30
√

2 V
ω1 Grid angular frequency 2π × 50 rad/s
fs Switching frequency 10 kHz

Vdc Dc-link voltage 130 V
L Inductance of the L-type filter 2 mH
r Resistance of the filter 0.2 Ω

αc Current control loop bandwidth 2π × 833 rad/s
ki Proportional gain of ac/dc current controller 10.47
kr R parameter of ac/dc current controller 1047
Idr D channel current reference of VSC 10 A

492



Energies 2018, 11, 2004

4.1.1. SRF-PLL is Used for Grid Synchronization

It can be observed from Figure 6 that the Ypp(s + jω1) and Ypn(s + jω1) with different
implementations of the adaptive controllers are similar as shown in Figure 6a,b, while Ynp(s − jω1) and
Ynn(s − jω1) are different, especially at the frequencies around s − jω1 = jω1, i.e., s = j2ω1, as shown in
Figure 6c,d. The value of Ynp(s − jω1) and Ynn(s − jω1) at s = j2ω1 can be obtained by Equation (11),
as follows: ⎧⎪⎪⎨⎪⎪⎩

Ynn(jω1) = −Ynp(jω1) = −
(

Idr
2 + j 2ω1Vn

kr

)
Tpll(j2ω1) · · · I

Ynn(jω1) = −Ynp(jω1) = −
(

Idr
2 − j 2ω1Vn

kr

)
Tpll(j2ω1) · · · II

Ynn(jω1) = −Ynp(jω1) = − Idr
2 Tpll(j2ω1) · · · III

(12)

where Equations (12-I), (12-II), and (12-III) are the admittances of the converter with implementation I,
II, and III of the adaptive PR controller, respectively.

Obviously, it can be obtained from Equation (12) that for a small kr as suggested in [16], the
magnitudes of Ynp(s − jω1) and Ynn(s − jω1) of the converter using implementation III around s = j2ω1

are much smaller than those using implementation I or II.

4.1.2. DSOGI-FLL is Used for Grid Synchronization

It can be observed from Figure 7 that for different implementations of the adaptive resonant
controllers, the converter admittances Ypp(s + jω1), Ypn(s + jω1), Ynn(s − jω1) are similar,
while Ynp(s − jω1) are different at the frequencies around s = j2ω1. Due to the effect of the zeros

in H f ll
wn(s − jω1) and H f ll

sn (s − jω1) (as shown in Table 2) at s = j2ω1, it can be derived from
Equation (11) that:

Ynn(jω1) = Ypn(j3ω1) = 0 (11)

Equation (13) is valid with different implantations of the adaptive PR controllers.

4.2. Stability Analysis

4.2.1. Stability Criterion

System stability is determined by applying general Nyquist stability criterion to the minor
loop gain Lαβ(s) = Zgαβ(s)Yαβ(s), where Zgαβ(s) is the impedance matrix of the grid as shown in
Equation (14) [28]. The system is stable if the Nyquist curves of the eigenvalues of Lαβ(s), i.e., λ1(s) and
λ2(s) as defined in Equation (15), do not encircle the critical point (−1, j0), otherwise, the system is
unstable [27,28]:

Zgαβ(s) =

[
Zg(s + jω1

)
0

0 Zg(s − jω1
) ] (12)

λ1,2(s) = 0.5
(

Zg(s + jω1
)

Yp(s + jω1) + Zg(s − jω1
)
Yn(s − jω1)

)±
0.5

√ (
Zg(s + jω1

)
Yp(s + jω1) + Zg(s − jω1

)
Yn(s − jω1)

)2−
4Zg(s + jω1

)
Zg(s − jω1

)(
Ypp(s + jω1)Ynn(s − jω1)− Ypn(s + jω1)Ynp(s − jω1)

) (13)

4.2.2. Stability Analysis with Different PLLs

Figure 8 shows the Nyquist curves of characteristic loci of the grid system using different
implementations of the adaptive current controllers and different PLLs. The parameters used in
simulations are as shown in Table 3 with fbω_PLL = 75 Hz, the parameters of the DSOGI-FLL are: k = 1.1,
γ = 41, and the grid inductance Lg = 6 mH.

It can be observed from Figure 8a that if a DSOGI-FLL is used, the stabilities of grid-
connected converters with different implementations of the adaptive PR controllers are similar.
Since Ypn(j3ω1) = 0 as derived in Equation (13), Ypn(s + jω1) × Ynp(s − jω1) are very small around
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s = j2ω1. Therefore, based on Equation (15), it can be concluded that although that Ynp(s − jω1) are
different around s = j2ω1, the differences would have very limited influence on the λ1(s) and λ2(s).

It can be observed from Figure 8b that if a SRF-PLL is used, the stabilities of grid-connected
converters with different implementations of the adaptive PR controllers are quite different.
The converter with implementation I is unstable, while the converter with implementation II and III are
stable. The stability boundaries of the grid-connected converters with different implementations of the
adaptive PR controllers are obtained based on the stability criterion, as depicted in Figure 9. It can be
observed from Figure 9 that the system with implementation III has the largest stable region, while the
system with implementation I has the smallest stable region. When the short circuit ratio (SCR) is set
to be 2.23, the maximum bandwidth to maintain system stability is around 73.3 Hz if implementation
I is used, the maximum value extends to about 107.9 Hz if implementation II is applied, and the
maximum value can be further raised to about 121.2 Hz if implementation III is applied. Above all,
implementation III of the adaptive PR current controllers is suggested to be used for the grid connected
converter using SRF-PLL for grid synchronization.

Figure 8. Nyquist curves of characteristic loci of Lαβ with different implementations of the adaptive
resonance controllers using (a) DSOGI-FLL; (b) SRF-PLL for grid synchronization. Solid line: λ1(s);
Dash line: λ2(s).

Figure 9. Stability boundaries of the grid-connected converter using different implementations of the
adaptive PR controller and SRF-PLL for grid synchronization.
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4.2.3. Comparison with Different PLLs

In this subsection, the effects of the SRF-PLL and DSOGI-FLL on stability of the grid connected
converter with adaptive resonance current controllers using implementation III are compared.

Based on Equation (6), the dynamic properties of the output angle of a SRF-PLL with
fbω_PLL = 40 Hz and a DSOGI-FLL with k = 1.1, γ = 41 are similar, as shown in Figure 10a. Under this
circumstance, Figure 10b shows the corresponding dynamic properties of the output frequency for
different PLLs. The magnitudes of H f ll

wp(s) and H f ll
wn(s) are smaller than that of Hpll

wp(s) and Hpll
wn(s), hence

it can be concluded that ωf is more robust if the DSOGI-FLL is used than that if the SRF-PLL is used.
The influence of a PLL on system stability depends on the dynamic properties of the output phase
angle and the estimated frequency. Hence, the converter using DSOGI-FLL for grid synchronization
should be more stable than the converter using SRF-PLL for grid synchronization.

Figure 11 shows the corresponding Nyquist curves of characteristic loci of converters with
different synchronization method. The other parameters used in the simulation are as shown in Table 3.
It can be concluded from Figure 11 that the converter using DSOGI-FLL for grid synchronization has a
larger stability margin than that of the converter using SRF-PLL.

Figure 10. Frequency response of the effects of point of common coupling (PCC) voltages on θf in
(a) and ωf in (b). Solid line: DSOGI-FLL is used; Dash line: SRF-PLL is used.

Figure 11. Nyquist curves of characteristic loci of Lαβ using different PLLs. Black line: SRF-PLL;
Red line: DSOGI-FLL is used. Solid line: λ1(s); Dash line: λ2(s).
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5. Experimental Verifications

A three-phase grid-connected converter has been built and tested to verify proposed analysis.
The current controllers, frame transformation and the PLL were implemented in a TMS320F28335 DSP
board (Texas Instruments, Inc, Dallas, TX, USA). The grid current is sensed by a TCP0150 current probe
(Tektronix, Beaverton, OR, USA) and the bandwidth of the SRF-PLL fbw_PLL, the q-axis component of
the grid current iq, and the estimated frequency ωf are sent to the D/A in the board as output signals.
The output of the D/A cannot be negative, hence, it is programed to have a 15 A offset in iq and a
200 rad/s offset in ωf compared to the corresponding actual values. Parameters for this experimental
setup are provided in Table 3, which are consistent with the simulation parameters. The parameters of
DSOGI-FLL are: k = 1.1, γ = 41, and the short circuit ratio is 2.23 (the corresponding Lg is 6 mH).

Figure 12 are the experimental waveforms of A-phase current of the converter using SRF-PLL
for grid synchronization. In Figure 12a, the implementation I of the adaptive resonance controller
is applied. At time T0, the bandwidth of the PLL jumps from 56 Hz to 70 Hz, and after T0, the grid
current diverges. Once the grid currents reach the up-limited value, the system would stop running.
In Figure 12b, the implementation II is applied. At time T0, the bandwidth of the PLL jumps from
102 Hz to 112 Hz, and after T0, system becomes unstable. In Figure 12c, the implementation III is
applied. At time T0, the bandwidth of the PLL jumps from 114 Hz to 126 Hz, and after T0, system is no
longer stable. The experimental results match the theoretical stability boundaries shown in Figure 9.

Figure 12. A-phase current waveforms for the converter using (a) implementation I; (b) implementation
II; (c) implementation III of the adaptive resonance controllers with fbw_pll changes at time T0.

Figure 13 shows the experimental waveforms of ia, ωf, and iq of the grid connected converter
using DSOGI-FLL for grid synchronization. In Figure 13a–c, implementation I, II and III of the adaptive
PR controllers are used, respectively. The active current reference Idr changes from 0 A to 10 A at time
T0, and the dynamic responses of ωf, and iq are similar for all implementations of the adaptive PR
controllers. The experimental results match the theoretical analysis in Section 4.2.2.
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Figure 13. Dynamic responses of the converter using (a) implementation I; (b) implementation II;
(c) implementation III of the adaptive resonance controllers with changing active current reference.

Figure 14 shows the experimental waveforms of A-phase current and iq of the grid connected
converter with Implementation III of the adaptive PR controllers. In Figure 14a, the SRF-PLL with
40 Hz bandwidth is applied while in Figure 14b, the DSOGI-FLL is used. The reactive current reference
Iqr changes from −6 A to 0 A at time T0. It is can be obtained from Figure 14 that: the percentage
overshoot (PO) of iq in Figure 14a is about 14% (0.84/6) while in Figure 14b the PO is less than 8%
(0.48/6). The system with DSOGI-FLL has a stronger damping than that of the system with SRF-PLL.
The experimental results verify the effectiveness of the analysis in Section 4.2.3.

Figure 14. Dynamic response of q-axis component of grid current with its reference changes from −6 A
to 0 A at time T0: (a) SRF-PLL; (b) DSOGI-FLL is used for grid synchronization.

6. Conclusions

The impedance model and stability of the grid-connected VSCs with adaptive resonance current
controllers has been explored in this paper. Based on the proposed small-signal impedance model,
some tips should be aware of when implementing adaptive resonant controllers:
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(1) If a SRF-PLL is used for grid synchronization, the system using implementation III of the resonant
controller has the best stability margin, while the system using implementation I has the worst
stability margin under weak grid conditions.

(2) If a DSOGI-FLL is used for grid synchronization, the systems using implementation I, II, and III
of the resonant controller have similar stability margins.

(3) The system using a DSOGI-FLL for grid synchronization has a larger stability margin than
that of the system using a SRF-PLL if the dynamic property of the output angle of the two
synchronization methods are similar.

Experimental results validate the conclusions based on the theoretical analysis. In sum, the
implementation of the resonance controller and the grid synchronization method should be carefully
chosen for the weak-grid connected converter using adaptive resonance current controllers.
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Appendix A.

Appendix A.1. Modeling of the SRF-PLL

It can be obtained from [22] that, the output angle of the SRF-PLL is:

θ f (ω) = −jTpll(s)
(

up
gα(ω + ω1)− un

gα(ω − ω1)
)

(A1)

where Tpll(s) is the close loop gain of the PLL, as follows:

Tpll(s) =
GPLL(s)/s

1 + VmGPLL(s)/s
(A2)

The estimated frequency is in fact the differential of the output angle of the PLL, i.e., ωf(ω) = sθf(ω),
hence, from Equation (A1) it can be obtained that:

ω f (ω) = −jsTpll(s)
(

up
gα(ω + ω1)− un

gα(ω − ω1)
)

(A3)

Appendix A.2. Modeling of the DSOGI-FLL

Appendix A.2.1. Modeling of the SOGIs

According to the block diagram shown in Figure 4b, it can be obtained that:{
ε

p
α(ω + ω1) = up

gα(ω + ω1)− up
α(ω + ω1)

εn
α(ω − ω1) = un

gα(ω − ω1)− un
α(ω − ω1)

(A4)

The steady-state value of the uα is Vmcos(ω1t), by using convolution, it can be obtained that:{ (
kε

p
α(ω + ω1)− qup

α(ω + ω1)
)

ω1
s+jω1

− Vm
2j

1
s+jω1

ω f (ω) = up
α(ω + ω1)

(kεn
α(ω − ω1)− qun

α(ω − ω1))
ω1

s−jω1
+ Vm

2j
1

s−jω1
ω f (ω) = un

α(ω − ω1)
(A5)

{
qup

α(ω + ω1) =
ω1

s+jω1
up

α(ω + ω1) +
Vm

j2ω1
ω f (ω)

qun
α(ω − ω1) =

ω1
s−jω1

un
α(ω − ω1)− Vm

j2ω1
ω f (ω)

(A6)
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With Equations (A4)–(A6), it can be obtained that:⎧⎨⎩ up
α(ω + ω1) =

s+jω1
D(s+jω1)

(
kω1up

gα(ω + ω1) + jVmω f (ω)
)

un
α(ω − ω1) =

s−jω1
D(s−jω1)

(
kω1un

gα(ω − ω1)− jVmω f (ω)
) (A7)

⎧⎨⎩ qup
α(ω + ω1) =

kω2
1

D(s+jω1)
up

gα(ω + ω1) +
(

jVmω1
D(s+jω1)

+ Vm
j2ω1

)
ω f (ω)

qun
α(ω − ω1) =

kω2
1

D(s−jω1)
un

gα(ω − ω1)−
(

jVmω1
D(s−jω1)

+ Vm
j2ω1

)
ω f (ω)

(A8)

⎧⎨⎩ ε
p
α(ω + ω1) =

s(s+j2ω1)
D(s+jω1)

up
gα(ω + ω1)− jVm(s+jω1)

D(s+jω1)
ω f (ω)

εn
α(ω − ω1) =

s(s−j2ω1)
D(s−jω1)

un
gα(ω − ω1) +

jVm(s−jω1)
D(s−jω1)

ω f (ω)
(A9)

where D(s) = s2 + kω1s + ω1
2 is used to simplify the expression.

Appendix A.2.2. Modeling of the PNSC

For a balanced positive-, negative-sequence vector, the α-, β-axis components keep the following
steady-state relationship on frequency domain:{

qup
α(ω + ω1) = jqup

β(ω + ω1)

qun
α(ω − ω1) = −jqun

β(ω − ω1)
(A10)

Thus, the input signals of the “atan2” are:⎧⎨⎩ up
α+(ω + ω1) =

1
2

kω1(s+j2ω1)
D(s+jω1)

up
gα(ω + ω1) +

Vm
2

(
j(s+j2ω1)
D(s+jω1)

+ 1
2ω1

)
ω f (ω)

un
α+(ω − ω1) =

1
2

kω1(s−j2ω1)
D(s−jω1)

un
gα(ω − ω1) +

Vm
2

(−j(s−j2ω1)
D(s−jω1)

+ 1
2ω1

)
ω f (ω)

(A11)

Appendix A.2.3. Modeling of the FLL

The steady state values of εα, εβ are zeros, while quα, quβ are Vmsin(ω1t) and −Vmcos(ω1t),
respectively. Hence, by using convolution, it can easily be obtained that:

u f (ω) = −Vm

j2
ε

p
α(ω + ω1) +

Vm

j2
εn

α(ω − ω1)− Vm

2
ε

p
β(ω + ω1)− Vm

2
εn

β(ω − ω1) (A12)

Using the similar steady-state relationship as shown in Equation (A10), Equation (A12) can be
simplified as follows:

u f (ω) = −Vm

j
ε

p
α(ω + ω1) +

Vm

j
εn

α(ω − ω1) (A13)

The steady-state value of uf is zero, hence the output of the FLL can be written as follows:

− λ
kω1

V2
m

1
s

u f (ω) = ω f (ω) (A14)

With Equations (A9), (A13), and (A14), the output of the FLL can be obtained that:

ω f (ω) =
−λ kω1

Vm
1
j

(
s−j2ω1

D(s−jω1)
un

gα(ω − ω1)− s+j2ω1
D(s+jω1)

up
gα(ω + ω1)

)
1 + λ kω1

s

(
s−jω1

D(s−jω1)
+ s+jω1

D(s+jω1)

) (A15)
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Appendix A.2.4. Modeling of the Output Angle

As demonstrated in [31], the output angle of “atan2” satisfies the following relationship:

Vmθ f (ω) = − j
2

up
α+(ω + ω1) +

j
2

un
α+(ω − ω1) +

1
2

up
β+(ω + ω1) +

1
2

un
β+(ω − ω1) (A16)

It is pointed out in [27,28] that the vector at frequency ω − ω1 is not positive-sequence, but
negative-sequence, hence, Equation (A16) can be simplified to:

Vmθ f (ω) = −jup
α+(ω + ω1) + jun

α+(ω − ω1) (A17)

With Equations (A11), (A15), and (A17), it can be obtained that:

θ f (ω) =
j
(

kω1(s−j2ω1)
D(s−jω1)

un
gα(ω−ω1)− kω1(s+j2ω1)

D(s+jω1)
up

gα(ω+ω1)
)

2Vm
×(

1 +
λ
(

s−j2ω1
D(s−jω1)

+
s+j2ω1

D(s+jω1)

)
1+λ

kω1
s

(
s−jω1

D(s−jω1)
+

s+jω1
D(s+jω1)

)
) (A18)

References

1. Blaabjerg, F.; Chen, Z.; Kjaer, S.B. Power electronics as efficient interface in dispersed power generation
systems. IEEE Trans. Power Electron. 2004, 19, 1184–1194. [CrossRef]

2. Dash, P.P.; Kazerani, M. Dynamic modeling and performance analysis of a grid-connected current-source
inverter-based photovoltaic system. IEEE Trans. Sustain. Energy 2011, 2, 443–450. [CrossRef]

3. Blaabjerg, F.; Teodorescu, R.; Liserre, M.; Timbus, A.V. Overview of control and grid synchronization for
distributed power generation systems. IEEE Trans. Ind. Electron. 2006, 53, 1398–1409. [CrossRef]

4. Zmood, D.N.; Holmes, D.G. Stationary frame current regulation of PWM inverters with zero steady-state
error. IEEE Trans. Power Electron. 2003, 18, 814–822. [CrossRef]

5. Yepes, A.G.; Freijedo, F.D.; Gandoy, J.D.; Lopez, O.; Malvar, J.; Comesana, P.F. Effects of Discretization
Methods on the Performance of Resonant Controllers. IEEE Trans. Power Electron. 2010, 25, 1692–1772.
[CrossRef]

6. Yang, Y.; Zhou, K.; Blaabjerg, F. Enhancing the Frequency Adaptability of Periodic Current Controllers with a
Fixed Sampling Rate for Grid-Connected Power Converters. IEEE Trans. Power Electron. 2016, 31, 7232–7285.
[CrossRef]

7. Bojoi, R.I.; Griva, G.; Bostan, V.; Guerriero, M.; Farina, F.; Profumo, F. Current Control Strategy for
Power Conditioners Using Sinusoidal Signal Integrators in Synchronous Reference Frame. IEEE Trans.
Power Electron. 2005, 20, 1402–1412. [CrossRef]

8. Yang, Y.; Zhou, K.; Wang, H.; Blaabjerg, F.; Wang, D.; Zhang, B. Frequency Adaptive Selective Harmonic
Control for Grid-Connected Inverters. IEEE Trans. Power Electron. 2015, 30, 3912–3924. [CrossRef]

9. Cadaval, E.R.; Spagnuolo, G.; Franquelo, L.G.; Paja, C.A.R.; Suntio, T.; Xiao, W.M. Grid-connected
photovoltaic generation plants: Components and operation. IEEE Ind. Electron. Mag. 2013, 7, 6–20.
[CrossRef]

10. Espin, F.G.; Garcera, G.; Patrao, I.; Figueres, E. An adaptive control system for three-phase photovoltaic
inverters working in a polluted and variable frequency electric grid. IEEE Trans. Power Electron. 2012,
27, 4248–4261. [CrossRef]

11. Herran, M.A.; Fischer, J.R.; Gonzalez, S.A.; Judewicz, M.G.; Carugati, I.; Carrica, D.O. Repetitive control with
adaptive sampling frequency for wind power generation systems. IEEE J. Emerg. Sel. Top. Power Electron.
2014, 2, 58–69. [CrossRef]

12. Jorge, S.G.; Busada, C.A.; Solsona, J.A. Frequency-adaptive current controller for three-phase grid-connected
converters. IEEE Trans. Ind. Electron. 2013, 60, 4169–4177. [CrossRef]

13. Timbus, A.V.; Ciobotaru, M.; Teodorescu, R.; Blaabjerg, F. Adaptive Resonant Controller for Grid-Connected
Converters in Distributed Power Generation Systems. In Proceedings of the Twenty-First Annual IEEE
Applied Power Electronics Conference and Exposition, Dallas, TX, USA, 19–23 March 2006; pp. 1601–1606.

500



Energies 2018, 11, 2004

14. Chung, S.K. A phase tracking system for three phase utility interface inverters. IEEE Trans. Power Electron.
2000, 15, 431–438. [CrossRef]

15. Rodriguez, P.; Luna, A.; Aguilar, R.S.M.; Otadui, I.E.; Teodorescu, R.; Blaabjerg, F. A Stationary Reference
Frame Grid Synchronization System for Three-Phase Grid-Connected Power Converters under Adverse
Grid Conditions. IEEE Trans. Power Electron. 2012, 27, 99–112. [CrossRef]

16. Liserre, M.; Teodorescu, R.; Blaabjerg, F. Stability of photovoltaic and wind turbine grid-connected inverters
for a large set of grid impedance values. IEEE Trans. Power Electron. 2006, 21, 263–272. [CrossRef]

17. Wang, X.; Blaabjerg, F.; Wu, W. Modeling and analysis of harmonic stability in an AC power-electronics-based
power system. IEEE Trans. Power Electron. 2014, 29, 6421–6432. [CrossRef]

18. Harnefors, L.; Bongiorno, M.; Lundberg, S. Input-Admittance Calculation and Shaping for Controlled
Voltage-Source Converters. IEEE Trans. Ind. Electron. 2007, 54, 3323–3334. [CrossRef]

19. Alawasa, K.M.; Mohamed, Y.A.R.I.; Xu, W. Active mitigation of subsynchronous interactions between PWM
voltage-source converters and power networks. IEEE Trans. Power Electron. 2014, 29, 121–134. [CrossRef]

20. Zhou, J.Z.; Ding, H.; Fan, S.; Zhang, Y.; Gole, A.M. Impact of short-circuit ratio and phase-locked-loop
parameters on the small-signal behavior of a VSC-HVDC converter. IEEE Trans. Power Deliv. 2014,
29, 2287–2296. [CrossRef]

21. Alvarez, A.E.; Fekriasl, S.; Hassan, F.; Bellmunt, O.G. Advanced Vector Control for Voltage Source Converters
Connected to Weak Grids. IEEE Trans. Power Syst. 2015, 30, 3072–3081. [CrossRef]

22. Li, X.; Lin, H. Multifrequency Small-Signal Model of Voltage Source Converters Connected to a Weak Grid
for Stability Analysis. In Proceedings of the 2016 IEEE Applied Power Electronics Conference and Exposition
(APEC), Long Beach, CA, USA, 20–24 March 2016; pp. 728–732.

23. Cho, Y.; Lee, C.; Hur, K.; Kang, Y.C.; Muljadi, E. Impedance-Based Stability Analysis in Grid Interconnection
Impact Study Owing to the Increased Adoption of Converter-Interfaced Generators. Energies 2017, 10, 1355.
[CrossRef]

24. Sun, J. Impedance-Based Stability Criterion for Grid-Connected Inverters. IEEE Trans. Power Electron. 2011,
26, 3075–3078. [CrossRef]

25. Wen, B.; Boroyevich, D.; Burgos, R.; Mattavelli, P.; Shen, Z. Analysis of D-Q Small-Signal Impedance of
Grid-Tied Inverters. IEEE Trans. Power Electron. 2016, 31, 675–687. [CrossRef]

26. Cespedes, M.; Sun, J. Impedance Modeling and Analysis of Grid-Connected Voltage-Source Converters.
IEEE Trans. Power Electron. 2014, 29, 1254–1261. [CrossRef]

27. Rygg, A.; Monlinas, M.; Zhang, C.; Cai, X. A modified sequence domain impedance definition and its
equivalence to the dq-domain impedance definition for the stability analysis of ac power electronic systems.
IEEE J. Emerg. Sel. Top. Power Electron. 2016, 4, 1383–1396. [CrossRef]

28. Bakhshizadeh, M.K.; Wang, X.; Blaabjerg, F.; Hjerrild, J.; Kocewiak, L.; Bak, C.L.; Hesselbaek, B. Couplings
in Phase Domain Impedance Modeling of Grid-Connected Converters. IEEE Trans. Power Electron. 2016,
31, 6792–6796.

29. Timbus, A.; Liserre, M.; Teodoresce, R.; Rodriguez, P.; Blaabjerg, F. Evaluation of current controllers for
distributed power generation systems. IEEE Trans. Power Electron. 2009, 24, 654–664. [CrossRef]

30. Wang, Y.F.; Li, Y.W. Grid synchronization PLL based on cascaded delayed signal cancellation. IEEE Trans.
Power Electron. 2001, 26, 1987–1997. [CrossRef]

31. Yi, H.; Wang, X.; Blaabjerg, F.; Zhou, F. Impedance Analysis of SOGI-FLL-Based Grid Synchronization.
IEEE Trans. Power Electron. 2017, 32, 7409–7413. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

501



energies

Article

A Novel Two-Stage Photovoltaic Grid-Connected
Inverter Voltage-Type Control Method with Failure
Zone Characteristics

Xiangwu Yan 1,*, Xueyuan Zhang 1, Bo Zhang 1, Zhonghao Jia 1, Tie Li 2, Ming Wu 3 and

Jun Jiang 4

1 Key Laboratory of Distributed Energy Storage and Micro-grid of Hebei Province, North China Electric
Power University, Baoding 071003, China; 2162213021@ncepu.edu.cn (X.Z.); zhangbo@ncepu.edu.cn (B.Z.);
15032233997@163.com (Z.J.)

2 State Grid Liaoning Electric Power Research Institute, Shenyang 110006, China; tony_fe@126.com
3 China Electric Power Research Institute (CEPRI), Beijing 100192, China; wuming@epri.sgcc.com.cn
4 State Grid Beijing Electric Power Company, Beijing 100031, China; prince_983@163.com
* Correspondence: xiangwuy@ncepu.edu.cn; Tel.: +86-0312-752-2862

Received: 16 May 2018; Accepted: 13 July 2018; Published: 17 July 2018

Abstract: This paper investigates how to develop a two-stage voltage-type grid-connected control
method for renewable energy inverters that can make them simulate the characteristics of a
synchronous generator governor. Firstly, the causes and necessities of the failure zone are analyzed,
and thus the traditional static frequency characteristics are corrected. Then, a novel inverter control
scheme with the governor’s failure zone characteristics is proposed. An enabling link and a power
loop are designed for the inverter to compensate fluctuations and regulate frequency automatically.
Outside the failure zone, the inverter participates in the primary frequency regulation by disabling
the power loop. In the failure zone, the droop curve is dynamically moved to track the corrected
static frequency characteristic by enabling the power loop, resisting the fluctuation of grid frequency.
The direct current (DC) bus voltage loop is introduced into the droop control to stabilize the DC
bus voltage. Moreover, the designed dispatch instruction interface ensures the schedulability of the
renewable energy inverter. Finally, the feasibility and effectiveness of the proposed control method
are verified by simulation results from MATLAB (R2016a).

Keywords: failure zone; governor; frequency regulation; inverter; voltage-type control; static
frequency characteristics

1. Introduction

Energy consumption rises as the development of global industrialization, resulting in more
usage of fossil fuels [1]. Carbon dioxide emissions caused by fossil fuels accelerate global warming,
leading to serious environmental problems [2]. In order to replace the energy generated by fossil fuels,
photovoltaic (PV) power generation systems can be used [3]. For such PV power generation systems,
it is important to design a grid-connected inverter that provides reliable AC (alternating current)
power to the grid from the PV source’s DC (direct current) power [4]. Grid integration of inverters
has become increasingly important in distributed generation (DG) systems [5,6]. Many different types
of PV inverters have been researched and proposed [7,8]. Generally, when it comes to the topology
of photovoltaic grid-connected circuits, there are two types: single-stage inverters and two-stage
inverters. The single-stage inverter is simple in structure, but it requires a high input voltage. Many PV
modules are used to boost the required high voltage, which have several defects such as the imbalance
of hot spots during partial shading, low safety features, and the poor maximum power point tracking

Energies 2018, 11, 1865; doi:10.3390/en11071865 www.mdpi.com/journal/energies502
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(MPPT) performance [9]. Thus, a DC-DC power-conversion structure which can increase the low
PV-source voltage to a high DC-bus voltage was introduced to the single-stage inverter. Inverters
with above configuration are named two-stage inverters, which can use the MPPT algorithm more
efficiently [10–14]. Therefore, two-stage inverters have the advantage of fewer series-connected PV
modules and better MPPT performances in comparison with single-stage inverters.

In the grid-connected mode, the inverters are controlled as current sources [15,16]. In the island
mode, there is no grid connection to regulate voltage and frequency profiles, and the inverter is required
to determine the voltage and frequency of system, so the inverter generally adopts voltage-type
control [17]. Transitions between operation modes can cause deviations in voltage and current,
because of the mismatch in frequency, phase of the inverter output voltage and those of the grid
voltage [18]. If a voltage-type control structure can still be used in the grid-connected mode, the mode
switching process can be avoided and the above problem will be effectively mitigated and eliminated.

Droop control is a voltage control method, which is usually applied to the parallel connection
of inverters in distributed uninterruptible power supply systems to provide voltage support for the
micro-grid on island mode. Considerable research efforts have been devoted to inverter’s voltage-type
grid-connected control. De Paiva, et al. [19] added an extra phase loop to traditional droop control,
which improved the system’s dynamic response and maintained suitable damping performance.
Avelar, et al. [20] proposed an improved design of the polynomial model mentioned in [19] and
presented a state equation model of an inverter connected to the grid with droop control. However,
these methods are suitable for simple single-phase inverters instead of the widely used three-phase
inverters. Verma, et al. [21] presented a model of a grid connected inverter operating in grid supporting
mode incorporating dynamics of droop control. However, this method does not consider the two-stage
application topology combined with PV energy sources. Additionally, none of those control strategies
proposed consider fluctuations of the power grid such as fluctuations of grid voltage and frequency.

Recently, the penetration rate of renewable energy generation in the power system has gradually
increased. Renewable energy generation is replacing the traditional generation, and it should gradually
be equipped with the regulation ability of traditional generators. Therefore, it is a trend for renewable
energy sources to share frequency regulation duties on the grid. Zhong [22] proposed the concept
of a power electronics-enabled autonomous power system design. This scheme provides a uniform
interface mechanism so that renewable energy sources can participate in grid frequency regulation
like conventional power supplies. To this end, Yan, et al. [23] combines the droop characteristics
and the Virtual Synchronous Generator (VSG) to make the PV storage two-stage inverter have
primary frequency regulation characteristics. However, they do not take into account the governor’s
failure zone. Moreover, their study is based on energy storage, which is uneconomical. In summary,
the establishment of a voltage-type two-stage grid-connected photovoltaic system that simulates the
characteristics of the failure zone of the synchronous generator governor is of great significance for
increasing penetration rate of photovoltaic power generation.

In this paper, the power control scheme of the inverter under the low-voltage line parameters
is firstly obtained. Then, starting from the physical structure of the governor, the causes and the
necessities of the failure zone and its effect on the frequency regulation are analyzed, and the static
frequency characteristics are corrected. Finally, a novel two-stage photovoltaic grid-connected inverter
voltage-type control method with the failure zone characteristics is proposed. By enabling the power
loop inside the failure zone and disabling the power loop outside the failure zone, the inverter
dynamically compensates grid fluctuations and participates in grid frequency regulation. The design
of the dispatch interface ensures the schedulability of the inverter. DC voltage loop stabilizes the DC
bus voltage, allowing the system to operate without energy storage.

2. Power Transmission Characteristics of Grid-Connected Inverter

The grid-connected equivalent circuit of the voltage-type inverter is shown in Figure 1. As shown
in the figure, both the inverter and the grid are simplified to a voltage source. U∠δ is the output
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voltage of the inverter after the filter. E∠0 is the grid voltage (since the grid capacity is much larger
than the inverter capacity, E can be considered as a constant). Z∠θ is the impedance between the
inverter and power grid.

∠

∠ ∠

Figure 1. The grid-connected equivalent circuit of voltage-type inverter.

According to the theory of power system analysis, the current flowing through the terminal is:

I = U∠δ−E∠0
Z∠θ

= U cos δ−E+jU sin δ
Z∠θ

(1)

The output active power and reactive power of the inverter is expressed as:

P = ( EU
Z cos δ − E2

Z ) cos θ + EU
Z sin δ sin θ

Q = ( EU
Z cos δ − E2

Z ) sin θ − EU
Z sin δ cos θ

, (2)

where, δ is the power angle.
The studied subject in this paper is a small and medium-sized photovoltaic power generation

system, which is usually connected to a low-voltage distribution network. The low-voltage power
transmission line is mostly resistive [24]. Therefore, in this scenario, θ ≈ 0, so sin θ ≈ 0 and cos θ ≈ 1.
For a resistive impedance, θ = 90◦. Bring it into Equation (2), Equation (3) can be obtained as:

P = EU
Z cos δ − E2

Z

Q = − EU
Z sin δ

(3)

In addition, δ is generally very small, so we have sin δ ≈ 0 and cos δ ≈ 1. Bring the above
approximate values into Equation (3), it can be obtained that:

P ≈ U
Z E − E2

Z

Q ≈ − EU
Z δ

(4)

Roughly, Equation (4) can be written as:

P ∼ U
Q ∼ −δ

, (5)

where ~means in proportion to. Therefore, the conventional droop control strategy can be obtained as:

U = Ur − kp(P − Pr)

ω = ωr + kq(Q − Qr)
(6)

Due to f = ω
2π , Equation (6) can be rewritten as:

U = Ur − kp(P − Pr)

f = fr + kq(Q − Qr)
, (7)

where U is the reference amplitude of the inverter’s output voltage, f is the frequency reference value
of the inverter, Ur is the amplitude of the inverter’s rated output voltage, fr is the rated frequency of
the inverter, kp is the droop coefficient of the inverter’s active power, kq is the droop coefficient of
the inverter’s reactive power, P is the active power output by the inverter, Q is the reactive power
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output by the inverter, Pr is the rated active power of the inverter, Qr is the rated reactive power of
the inverter.

Equation (7) indicates that P is approximately linear with U and Q is approximately linear with f .
Therefore, by controlling the amplitude and phase of the output voltage of the inverter, decoupled
control of the active and reactive power of the inverter can be realized.

3. Failure Zone of Synchronous Generator Governor

3.1. The Cause of Failure Zone

Most steam turbogenerators and hydroturbines in the power system now are equipped with speed
governors. The governor’s function is to monitor the generator speed and to control the throttle valves
that adjust steam flow into the turbine in response to changes in “system speed” or frequency [25].
During the period of actual operation, due to mechanical friction and overlap, the static characteristics
of the generator unit differ from the theoretical static characteristics (see Figure 2). In a frequency range
around the rated frequency, the governor does not respond to changes in frequency. This frequency
range is defined as the failure zone of the governor.

Figure 2. Failure zone of the generator governor.

In Figure 2, the thick solid line is the theoretical static frequency characteristic of the unit,
The shaded area is the failure zone, f0 is the initial frequency of the system, fH is the upper frequency
limit of the failure zone, fL is the lower frequency limit of the failure zone, Δ fw is the maximum
frequency hysteresis of the governor, ΔPw is the maximum power error of the governor. It should be
noted that the failure zone does not exist for a specific frequency or power. On the contrary, the failure
zone is ubiquitous, which is determined by the physical characteristics of the synchronous generator
governor. From Figure 2, we can see that the failure zone satisfies Equations (8) and (9).

Δ fw = ( fH − fL)/2, (8)

Δ fw

ΔPw
= kp, (9)

where kp is the droop coefficient of the inverter’s active power.

3.2. Static Frequency Characteristics Considering the Failure Zone

This section is a case study of Figure 2, which analyzes the similarities and differences between
theoretical static frequency characteristics and actual static frequency characteristics. At the initial state,
the system operates at point a, the system frequency is f0, and the output active power is PG0. For the
theoretical static frequency characteristics, the active power generated by the generator will gradually
decrease as the grid frequency gradually increases. When the frequency rises to fH, the active power
decreases to PG0 − ΔPw and the operating point moves to point b. However, there is a failure zone
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in the actual static frequency characteristics. When the frequency is slightly increased, the power
generated by the generator does not change immediately, but remains at PG0. When the frequency
rises to fH, the operating point comes to point d, where the governor completely overcomes friction
and passes through overlaps. When the frequency continues to increase, the power output from the
inverter gradually decreases from PG0 according to the droop coefficient. The reduced process of the
grid frequency is similar to the above process, which is not repeated here.

From Equation (7), it can be seen that under low-voltage line conditions, the frequency is no longer
approximately linearly related to the active power, but is approximately linearly related to the reactive
power. It should be noted that this type of frequency regulation feature does not exist in conventional
generators, but it is widely present in renewable energy inverters connected to low-voltage lines.
In general, the system operates stably at rated conditions with f0 = fN. With reference to the failure
zone characteristics of the conventional synchronous generator, the static frequency characteristics of
the inverter in the low-voltage lines considering the failure zone are obtained (see Figure 3).

Figure 3. Static frequency characteristics considering failure zone under low-voltage lines.

where QI is the reactive power of the inverter and ΔQw is the maximum error reactive power of the
inverter. The meanings of other variables are consistent with those of Figure 2.

3.3. The Effect of Failure Zone on Frequency Regulation

From the above analysis, it can be seen that the failure zone will shift the theoretical static
frequency characteristics, resulting in a “dull” frequency regulation process, which is caused by the
physical characteristics of the mechanical hydraulic governor. However, with the advancement of
technology, in sensitive governors (such as electro-hydraulic governors), it is necessary to set the
failure zone manually. If there is no failure zone or the failure zone is too small, when the frequency
of the power system fluctuates, the governor will act unnecessarily, which is not conducive to the
healthy operation of synchronous generators/inverters and the frequency stability of the power system.
In addition, the failure zone should not be too large. Otherwise, synchronous generators/inverters
will lose the capability of frequency regulation, and thus they will fail to provide frequency support
for the system actively.

4. Novel Two-Stage Voltage-Type Grid-Connected Photovoltaic Inverter Control Method with
Failure Zone Characteristics

4.1. Design Logic of Failure Zone

Synchronous generators in the system must set the failure zone according to the guidelines of the
grid company, whose prescribed failure zone range is |±0.033| Hz. That is to say, Δf w = 0.033 Hz.
According to the relevant rules and droop relationship, the inverter control logic with the failure zone
characteristics is designed as shown in Equations (10) and (11):
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⎧⎪⎪⎨⎪⎪⎩
Q = QN

∣∣ fg − fN
∣∣ < Δ fw + ξ

Q = QN + ( fg − fH)/kq
∣∣ fg − fN

∣∣ > Δ fw + ξ, fg > fH

Q = QN + ( fg − fL)/kq
∣∣ fg − fN

∣∣ > Δ fw + ξ, fg < fL

, (10)

ξ = f (λ)λ ∈ [0, 100%], ξ ≥ 0, (11)

where Δ fw is the maximum frequency hysteresis of the governor, λ is the penetration rate of renewable
energy in power system, ξ is the frequency regulation delay of the inverter, indicating the degree
to which the renewable energy based inverter lags behind the conventional synchronous generators
when participating in the frequency regulation. ξ is a function of λ and there is a negative correlation
between them qualitatively. In the initial stage of renewable energy development, λ is very small,
and there is no need to consider this issue due to the small capacity of renewable energy. As renewable
energy sources gradually increase, the power capacity of the power system connected to the inverter
increases. Thus, the inverter should have frequency regulation capability. Otherwise, the frequency
regulation capability of the entire power grid will gradually decline. When λ is low, the capacity of the
inverter power supply and the frequency regulation capability are small, and the frequency regulation
technology is undeveloped. Considering the safety and stability of the power grid, inverters should be
less involved in frequency regulation than synchronous generators with large capacity and developed
technology. Therefore, the concept of frequency regulation delay of the inverter ξ was introduced
so that the inverter involved in frequency regulation behind the synchronous generator. With the
increase of λ, the control technology will be more advanced, renewable energy sources will be able
to gradually share the frequency regulation tasks of the synchronous generators, so ξ will gradually
decrease. It should be noted that the λ and ξ that we introduced in the article are both macroscopic
and long-time, because the change of λ is very slow (especially for a huge power grid). For theoretical
limit case, when λ reaches 100%, ξ = 0, which means that renewable energy inverters have completely
replaced the conventional synchronous generators and are qualified for the frequency regulation.
Based on the above analysis, the failure zone threshold of the renewable energy inverter Δ fw

′ is set
to Δ fw + ξ. When the frequency deviation is less than Δ fw

′, the inverter outputs constant power.
When the frequency deviation increases beyond Δ fw

′, the inverter performs frequency regulation
through droop control to limit the fluctuation of the frequency in a wider range. Considering that the
inverter should still be able to respond to the dispatch instruction, the operation flowchart shown in
Figure 4 is designed.

g Ncalculate f f−

g N w<f f f ξ− Δ +

g Hf f>

N g H( ) qQ Q f f k= + − N g L+ ( ) qQ Q f f k= −
NQ Q=

Figure 4. Logic flow chart of the system.

507



Energies 2018, 11, 1865

4.2. Novel Two-Stage Photovoltaic Grid-Connected Inverter Voltage-Type Control Method

4.2.1. Active Power-Voltage Control

Considering the economy of operation, the regulation of voltage is generally through balancing
locally and near. Therefore, the inverter does not need to adjust the power according to the change of
the system voltage, but outputs constant power. An active power loop is formed by adding integral
term to the droop control, see Equation (12):

U = Ur −
(

kpp +
kpi

s

)
(P − Pr), (12)

where kpp and kpi are the proportional gain and the integral gain of the active power loop, respectively.
For ease of analysis, it is assumed that the irradiance does not change during the analysis of the
inverter’s active power in this section. For a grid-connected two-stage photovoltaic power generation
system, the active power output by the inverter can be reflected by the voltage change on the DC side.
In detail, the active power and DC bus voltage satisfy Equation (13):

−ΔP =
1
2

CdcΔUdc
2, (13)

where ΔP is the amount of changes of the inverter’s output active power, Cdc is the DC bus capacitance,
and ΔUdc is the amount of changes of the DC bus voltage. The rated active power corresponds to the
rated DC voltage. If the output active power of inverter increases, the DC bus voltage will drop and
vice versa. Therefore, we replace P with −Udc, replace Pr with −Udcr, and convert the active power
loop in Equation (12) into a DC bus voltage loop, as shown in Equation (14):

U = Ur −
(

kup +
kui

s

)
(Udcr − Udc) (14)

The control design of the DC voltage loop allows the system to operate without energy storage
and maintain a stable active power output when the grid voltage fluctuates.

4.2.2. Reactive Power-Frequency Control

In this section, the control method outside the failure zone was introduced first. Then, the control
method in the failure zone was introduced. In this section, reactive power-frequency control is
introduced. The inverter has different characteristics depending on whether the frequency is in the
failure zone. In this section, features outside the failure zone are first introduced. Then, the characteristic
in failure zone was introduced.

As mentioned earlier, the inverter designed in this paper is a voltage-type inverter. For this kind
of inverter, it is common to regulate frequency through droop control. The inverter in this article is
in a mainly resistive scenario, so it follows the droop relationship shown in Equation (7). Therefore,
outside the governor’s failure zone, the inverter can regulate frequency through the relationship of
Equation (7).

Conversely, in the failure zone, the output power of the inverter should be kept constant to
simulate the characteristics of the synchronous generator governor. The regulation principle in the
failure zone is shown in Figure 5
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Figure 5. Regulation principle diagram in failure zone.

In Figure 5, the rated frequency of the system is fN, the rated reactive power of the inverter is
QN, and the initial operating point is point a. When the grid fluctuates slightly and the frequency of
the grid rises by Δ f (Δ f < Δ fw

′) to f1, the frequency of the inverter is also clamped by the grid at f1.
For common inverters, according to the theoretical droop characteristic, the reactive power output
from the inverter will increase, and the operation point is moved to point n along the line L. In order to
control the inverter’s output reactive power as fixed QN, the straight line L should be shifted upwards
by Δ f . During this process, the operating point will be shifted leftwards from point n to point m.
Therefore, for any Δ f less than Δ fw

′, the operating point can be returned to the straight line Q = QN

by shifting the droop characteristic line upwards. In this way, the frequent change of inverter output is
avoided, and the effect of the conventional synchronous generator governor failure zone is simulated.
Specially, when the frequency change Δ f is equal to Δ fw

′, the adjusted operating point is point m,
and the droop characteristic line is shifted to straight line LH. If the frequency continues to deviate
from Δ fw

′, which indicates a large frequency disturbance, the inverter will participate in the primary
frequency regulation according to the droop characteristics shown in LH, and share the frequency
regulation duties with the conventional synchronous generators.

In order to make the renewable energy-based inverter simulate the failure zone characteristics of
the synchronous generator governor, the reactive power loop and the enabling link are designed so
that the inverter will output constant reactive power within the failure zone threshold to achieve the
static frequency characteristics shown in Figure 3. Power loop consists of common droop control and
an integral term. If the enabling link is enabled, it guarantees a constant power output. If the enabling
link is disabled, the inverter still outputs power according to droop relationship. The principle of
reactive power-frequency control is shown in Figure 6.

Figure 6. The principle of reactive power-frequency control.

4.2.3. Overall Control Scheme of the Inverter

The above ideas and methods are integrated to obtain a voltage-based control scheme for a
two-stage photovoltaic grid-connected inverter with the characteristics of the governor’s failure zone,
as shown in Figure 7.
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Figure 7. Overall control scheme of inverter. PWM: pulse width modulation; PI: proportional–integral
controller; MPPT: maximum power point tracking; SPWM: sinusoidal pulse width modulation;
PV: photovoltaic; PLL: phase locked loop.

According to the function and control scheme of the inverter, renewable energy based
inverter can be divided in grid-feeding inverter, grid-forming inverter and grid-supporting
inverter [26]. The grid-forming inverters can set the voltage amplitude and frequency of the local
grid. The grid-feeding power inverters are mainly designed to deliver power to an energized
grid. A grid-supporting power converter is in between a grid-feeding and a grid-forming power
converter [5]. The inverter in this paper is voltage source based grid-supporting inverter, belonging to
the grid-supporting inverter. It should be noted that some of control details are omitted or simplified
in consideration of the aesthetic appearance of figure, such as coordinate transformation parts and the
voltage-current cascaded control part, etc. The complete control block diagram is shown in Figure A1.

As shown in Figure 7, MPPT is implemented through the control of the boost circuit. The MPPT
algorithm generates a photovoltaic voltage reference value Upvref, and the PI regulator implements
tracking of Upvref. When the solar irradiance changes, the inverter always outputs the maximum
photovoltaic energy to ensure the maximum utilization of renewable energy. The inverter output
voltage is controlled by the DC bus voltage loop shown in Section 4.2.1. For renewable energy sources
connected to the power grid through inverters, their primary frequency regulation function is a new
feature and may be undeveloped. Therefore, this function should be controlled by the dispatch of the
power system for the stability and controllability of the power system. Therefore, the inverter should
work as follows: when the power dispatch requires the inverter to participate in frequency regulation,
the inverter decides whether or not to participate in it through the failed zone; when the power
dispatch does not require the inverter to participate in a frequency regulation, the inverter always
outputs a constant power even if the frequency is outside the failure zone. Therefore, the frequency
control structure includes sampling link, dispatching interface, enabling link and power loop. Dispatch
instructions can inputted through the dispatching interface.

If the constant power output of the inverter is required according to the dispatching signal,
the dispatching interface outputs 1 to enable the power loop and the power output by the inverter
tracks reference value.

If the inverter is required to have frequency regulation capability, the dispatching interface outputs
0 and the signal enters the sampling link. When the upper dispatching provides the inverter with a
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frequency regulation command, whether or not the failure zone characteristics can be realized depends
on the power loop: When the frequency fluctuation is less than Δ fw

′, most of the disturbances are
self-recovering. Therefore, the enabling link outputs 1 to simulate the failure zone characteristics of the
governor, and the output power remains unchanged. When the frequency fluctuates much larger and
it exceeds Δ fw

′, the enabling link outputs 0 to disable the power loop, and the inverter participates in
primary frequency regulation.

As can be seen in Figure 7, the inverter reference voltage amplitude can be obtained through
P-U control. Through the Q-f control, the frequency of the inverter reference voltage can be obtained,
then the phase of the voltage can be obtained. Using the inverter voltage amplitude and phase, it is
possible to synthesize the reference voltage vector of the inverter, which is regarded as a reference
value for the voltage and current double closed loop.

It needs to be pointed out that the setting of Δ fw
′ contains the frequency regulation delay of the

renewable energy based ξ, and thus Δ fw
′ contains the information on the penetration rate of renewable

energy λ. The higher λ is in the system, the more renewable energy inverters are required to undertake
frequency regulation tasks, the lower ξ is, the smaller the failure zone threshold Δ fw

′ is, and vice
versa. Therefore, this control scheme can achieve the best operating state in an environment with any
renewable energy penetration rate λ through flexible parameter settings.

5. Verification

To verify the feasibility of the proposed method, the two-stage grid-connected in. If the enabling
link is enabled, generation system was modelled in MATLAB (MathWorks, Inc., Natick, MA, USA)
(see Figure 7). The perturbation observation method was used for MPPT [27]. The Boost circuit was
used to boost photovoltaic output voltage. The main parameters of the system are shown in Table A1.

5.1. The Dynamic Characteristics of the Source

In order to study the output characteristics of the inverter when the PV output is affected by the
environment, the solar irradiance is reduced from 1000 W/m2 to 800 W/m2 at the first second and
restored to 1000 W/m2 at the second second. The output of the inverter is shown in Figure 8.

 
(a) 

I(
A

)

(b) 

Figure 8. (a) Inverter output phase voltage amplitude and active power; (b) Source-Grid-Load current.
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After recovery of solar irradiance, P, Io, and Ig recover quickly. It can be seen that the proposed
control method can maintain the stable operation of the system and ensure the maximum utilization of
renewable energy even if the source fluctuates. This means that all the active power generated by the
PV can be delivered to the grid to supply the load regardless of the maximum power value.

5.2. Verification of Direct Current (DC) Voltage Loop

In order to verify the effect of the DC voltage loop, the grid voltage amplitude was changed, then
the inverter output power and DC voltage are observed. Considering that the laboratory environment
is better than the actual operation environment, step tests in the laboratory environment should adopt
stricter conditions (larger voltage changes). So we set the voltage step change value to 15%. The grid
voltage amplitude is suddenly increased by 57 V (380 × 15%) at the first second, and the rated value is
restored at the second second. The inverter’s operating results are shown in Figure 9.

(a) 

(b) 
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Figure 9. (a) DC bus voltage and inverter output active power; (b) Source-Grid-Load current.

In Figure 9a, the DC bus voltage and inverter output active power quickly return to their initial
values (800 V and 12.5 kW) after the grid fluctuates. During the transient process, the trend of Udc and
P is negatively correlated, which is consistent with Equation (14). In Figure 9b, when the grid voltage
fluctuates, Io and Ig change rapidly with P and then quickly restore their rated value. It can be seen
that the DC voltage loop not only stabilizes the DC bus voltage but also eliminates the influence of grid
voltage disturbance on the output of the inverter, which enhances the stable operation of the system.

5.3. Verification of Failure Zone Characteristics

In this section, the failure zone feature of the system is verified. In order to fully present the role
of the failure zone, the verification of this part is divided into two parts. Firstly, the characteristics in
the failure zone are observed. Then, the characteristics in the failure zone and outside the failure zone
are compared with each other.

In order to observe the characteristics in the failure zone, the frequency variation is set at 0.07 Hz
which is lower than Δ fw

′ (0.1 Hz). If the reactive power output from the inverter is still stable at the
rated value (0 Var), it means that the inverter has a failure zone characteristic. The grid is set to operate
at an initial value of 50 Hz, which is increased to 50.07 Hz at the first second. The inverter operation
results are shown in Figure 10, where the reactive power can be reflected by the phase relationship
between voltage and current.
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Figure 10. Output voltage and current of inverter inside failure zone.

In initial state, the inverter maintains a unity power factor output according to the rated reactive
power Qr. Therefore, the phase of output voltage and current are the same before 1 the first second.
The change in the grid frequency at the first second causes a slight change in the reactive power at the
inverter output, which can be indicated by the phase difference between Uo and Io. The system is in the
failure zone for the reason of 0.07Hz < Δ fw

′, thus the reactive power output by the inverter is adjusted
to 0 within 0.2 s. The above results show that the failure zone characteristics of the synchronous
generator governor can be simulated.

Then, the characteristics inside the failure zone and outside the failure zone were observed
together. At the same time, in order to obviously show the differences between the proposed control
method, PQ (constant active power and reactive power) control method and droop control method.
The results of these three control schemes are presented so that they can be compared with each other.
In the following experiment, the grid frequency is increased by Δ f (0.05 Hz) from 50 Hz in the first
second, the 1.5th second, the 2nd second and the 2.5th second respectively. By comparing with droop
control and PQ control, the failure zone characteristics of the proposed control scheme can be observed
clearly (see Figure 11).

From the Figure 11, it can be seen that the inverter operates in rated condition in all cases in the
initial state. For the droop control in Figure 11a, the grid frequency rose to 50.05 Hz at the first second.
The slight frequency fluctuation is lower than Δ fw

′ (0.1 Hz), but the droop controlled inverter still
sensitively changes the output power from 0 Var to 500 Var. Note that 500 Var is equal to Δ f · kqp. Then,
at the 1.5th second, the 2nd second and the 2.5th second, the inverter outputs 500 Var reactive power
for every 0.05 Hz increase in frequency. It is clear that droop control makes the inverter participate in
frequency regulation, but the output power also changes when the frequency changes slightly.

For the PQ control in Figure 11b, the grid frequency rose to 50.05 Hz at the first second.
The frequency fluctuation is lower than Δ fw

′ (0.1 Hz), so the inverter output reactive power recovers
the rated value 0 Var after a brief transient process, which is consistent with expectation. The same
situation occurs after the second frequency change. Then, at the 2nd second, the grid frequency
increased to 50.15 Hz. At this time, the frequency changes so much that it exceeds the failure zone.
However, reactive power output from the inverter still remains unchanged even if the grid frequency
continues to rise to 50.2 Hz. As shown in the Figure 11b, PQ control achieves the constant power
output of the inverter, but the inverter loses the frequency regulation capability when the frequency
deviation is large. In the scenario of low renewable energy penetration, it is acceptable to operate the
inverter with a PQ source because there are sufficient synchronous generators that can perform the
task of frequency regulation. However, with the popularization of renewable energy, inverters are
expected to actively participate in the frequency regulation of the power system in order to share the
burden of synchronous generators.

For the proposed novel control in Figure 11c, when the frequency does not change beyond
the failure zone, the inverter operates as a PQ source. Once the change of frequency exceeds the
failure zone (after 2nd second), the inverter will participate in frequency regulation by adjusting the
output power. The proposed novel control scheme enables the system to simulate the failure zone
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characteristics of a conventional synchronous generator governor. The inverter has a failure zone
|±Δ fw

′| Hz, which allows the inverter to make intelligent choices between resisting grid fluctuations
and participating in grid frequency regulation based on the actual situations. Note that the failure
zone is symmetrical about the rated frequency. The simulation in this paper takes the upper threshold
of the failure zone as an example. With the same effect, the lower threshold of the failure zone will not
be described in detail herein.
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Figure 11. Comparison of droop control, PQ (constant active power and reactive power) control and
proposed control (a) Droop control; (b) PQ control (c) Proposed novel control.

5.4. Verification of the Dispatching Interface

Dispatching interfaces should have a higher priority than failure zone, which means that when
the dispatch does not require the inverter to participate in a frequency regulation, the inverter always
outputs a constant power even if the frequency is outside the failure zone. In order to verify the
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effectiveness of the dispatching interface, the inverter is initially operated in the rated state. Then a
sudden big frequency increase of 0.2 Hz is set at the first second. The frequency regulation instruction
dispatched by the dispatching interface is received at the 2nd second. The response of the inverter is
shown in Figure 12.

Figure 12. Dispatching response results of inverter.

It can be seen from Figure 12 that the renewable energy based inverter still operates at constant
power even though the frequency increment exceeds the failure zone threshold before the 2nd second.
At exactly the time when the frequency regulation instruction is sent to the inverter, the inverter
immediately participates in primary frequency regulation. The above results verify the effectiveness of
the dispatching interface and the schedulability of the renewable energy inverter.

6. Conclusions

With the increase of renewable energy penetration rate, how to make renewable energy based
inverters simulate and replace conventional synchronous generator to undertake frequency regulation
tasks is a problem that needs to be solved urgently. The conclusions of this article are as follows:

(1) In this paper, based on the characteristics of speed governor system of the conventional
generator, the traditional static frequency characteristics are corrected. Then a novel two-stage
grid-connected photovoltaic inverter voltage-type control method with the characteristics of
the governor’s failure zone is proposed. The dynamic balance between resisting fluctuations,
participation in frequency regulation and dispatching response is achieved.

(2) Through the improvement of the droop control and the design of the power enabling link,
the inverter possesses the failure zone characteristics of the synchronous generator. For small
frequency fluctuations inside the failure zone, the inverter maintains a constant output. If the
frequency fluctuation exceeds the failure zone, the inverter participates in grid frequency
regulation according to the droop relationship.

(3) Whether or not the inverter participates in frequency regulation should be controllable rather than
completely autonomous, especially when there are many renewable energy sources. The design
of the dispatch interface ensures the schedulability of the inverter.

(4) The frequency regulation delay of renewable energy ξ was introduced to improve inverters’
adaptability to renewable energy penetration rate. Therefore, the proposed control scheme can
achieve the best operating state in an environment with any renewable energy penetration rate
through flexible parameter settings.

(5) A DC voltage loop was designed, which has two roles. On the one hand, it stabilizes the DC
bus voltage to achieve operations without energy storage. On the other hand, it ensures that the
system is not affected by the grid and delivers the maximum power to the grid stably.

(6) The selection of failure zone thresholds for renewable energy based inverters and coordinated
control of multi-inverters can be researched in the future.
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Appendix A

Table A1. Main parameters of the system.

Meaning and Symbols Value

Maximum power of photovoltaic array Ppvmax 12.5 kW
The capacitor on the output side of the photovoltaic array Cpv 1000 μF

Capacitor at DC (direct current) bus Cdc 2000 μF
Filter inductor Lf 2.2 mH
Filter capacitor Cf 800 μF

The amplitude of the inverter’s rated output voltage Ur 220
√

2 V
The reference value of inverter’s DC voltage Udcr 800 V

Inverter rated frequency f r 50 Hz
Inverter rated output reactive power Qr 0 var

The proportional gain of the reactive power loop kqp 0.0001
The integral gain of the reactive power loop kqi 0.0015

The proportional gain of the DC voltage loop kup 0.5
The integral gain of the DC voltage loop kui 3

The proportional gain of the voltage loop koup 1.4
The integral gain of the voltage loop koui 3.2

The proportional gain of the current loop koip 1
The integral gain of the current loop koii 0

The maximum frequency hysteresis of the governor Δ fw 0.033 Hz
The upper limit frequency of failure zone fH 50.033 Hz
The lower limit frequency of failure zone fL 49.967 Hz

The frequency regulation delay of the inverter ξ 0.067 Hz
The failure zone threshold of inverter Δ fw

′ 0.1 Hz
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Appendix B

Figure A1. Overall control scheme of inverter (detailed).
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Abstract: The lack of inertia and damping mechanism of photovoltaic (PV) grid-connected systems
controlled by maximum power point tracking (MPPT) poses a challenge for the safety and stability of
the grid. Virtual synchronous generator (VSG) technology has attracted wide attention, since it can
make PV grid-connected inverter present the external characteristics of a synchronous generator (SG).
Nevertheless, traditional PV-VSG is generally equipped with an energy storage device, which leads
to many problems, such as increased costs, space occupation, and post-maintenance. Thus, this paper
proposes a two-stage improved PV-VSG control method based on an adaptive-MPPT algorithm.
When PV power is adequate, the adaptive-MPPT allows the PV to change the operating point within
a stable operation area to actualize system supply-demand, matching in accordance to the load or
dispatching power demand; when PV power is insufficient, PV achieves traditional MPPT control to
reduce power shortage; simultaneously, improved VSG control prevents the DC bus voltage from
falling continuously to ensure its stability. The proposed control approach enables the two-stage
PV-VSG to supply power to loads or connect to the grid without adding additional energy storage
devices, the effectiveness of which in off-grid and grid-connected modes is demonstrated by typical
simulation conditions.

Keywords: two-stage photovoltaic power; virtual synchronous generator; adaptive-MPPT
(maximum power point tracking); improved-VSG (virtual synchronous generator); power matching

1. Introduction

In recent years, the continued consumption of fossil fuels has caused problems in terms of
energy crises and environmental pollution [1]. One effective solution is exploiting and utilizing
renewable energy sources, which play a crucial role in the transformation of the energy structure
and are guided by the principle of sustainability [2]. Solar energy, due to the characteristics of green,
clean, environmental friendliness and sustainability, enables photovoltaic (PV) power generation to be
highly valued by countries all over the world [3,4]. Under the policy support of the ‘12th Five-Year
Plan’ and ‘13th Five-Year Plan’ [4,5], the PV power market in China has enjoyed rapid development.
In 2016, China became the country with the biggest PV power generation capacity in the world,
with an accumulated installed capacity of 77.4 GW [3]. Furthermore, the ‘Notice on Matters Related
to Photovoltaic Power Generation in 2018’ [6], issued by the National Development and Reform
Commission, Ministry of Finance and National Energy Administration, further promotes the healthy
and sustainable development of the PV industry, in which orderly development of distributed PV is
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sustained, and PV poverty alleviation projects such as roof PVs [2] are supported. The above series of
policies indicates that China’s PV industry presents great potential for progress.

In the field of PV control technology, because early designers mainly consider economic benefits,
PV systems usually adopt a maximum power point tracking (MPPT) control strategy for integration
into the grid through a power electronic inverter [7,8]. However, the aforementioned control scheme
belongs to passive control, which cannot actively respond to changes of grid frequency. In addition,
PV systems do not possess dynamic characteristics consistent with conventional synchronous generators
(SG), thanks to the deficiency of inverter inertia and damping [9–11], which is detrimental to improving
the stability of frequency and voltage in the case of the grid interference, causing a potential threat to
the security and stability of the power grid.

In July 2015, the ‘Guidance on Promoting Smart Grid Development’ [12] formulated by the National
Energy Administration pointed out that “the grid-connected devices with plug-and-play and friendly
grid-connected features will be promoted to meet the extensive access requirements of new energy
and distributed generation”. As a result, with the increasing of PV penetration, its grid-connected
equipment needs to gradually alter the idea of “only power generation, regardless of power grid”.
Under the above background, ensuring high-proportional, large-scale PV power-friendly access from
the “source” has become a major issue that needs to be resolved [13]. In view of the above-mentioned
factors, some scholars have introduced virtual synchronous generator (VSG) technology [9,14] into the PV
system due to its ability to make PV grid-connected inverters behave like SG. Indeed, VSG can offer
inertia and damping to suppress rapid variations in voltage and frequency during the transient process;
VSG-controlled PV systems autonomously participate in primary regulation to implement responsive
interaction with the grid in the steady case.

In numerous studies [15–18], the DC side of the PV inverter is normally assumed to be a constant
DC source, and the further investigation of VSG control is based on this foundation. This type of PV-VSG
research ignores the potential impact of PV dynamic characteristics on VSG control, hence limiting
the development of PV-VSG. For this reason, the cooperative operation mode of PV and energy storage
is discussed in [19–22], which is referred to as a PV-storage system for short, in which the PV system
adds a bidirectional energy storage device at the DC side to stabilize the DC bus voltage and realizes
VSG function through the inverter. In the above PV-storage system, the output power of energy storage
compensates for the deficiency of the PV dynamic characteristics and the variations of the load or
dispatching requirements. However, in terms of VSG, the power involved in primary regulation derives
from the energy storage instead of the PV power source. Moreover, the additional configuration of
energy storage increases system cost and maintenance workload, as well as the additional installation
space, making it difficult for practical application. Thus, with regard to this issue, a novel control
strategy for a stand-alone PV system based on VSG which implements the combination of PV and
VSG is proposed in [23], and this PV-VSG control scheme is extended to a grid-connected mode in [24].
The above-mentioned control mechanism eliminates the energy storage configuration of PV-VSG, and
takes the PV power source as a virtual prime mover of the virtual synchronous generator, which balances
system power according to the actual power demands. Nevertheless, the above PV-VSG control structure
is only applied to the centralized PV inverter with single-stage DC/AC topology, which is inappropriate
for a string PV inverter with two-stage DC/DC and DC/AC circuits where the networking is flexible
and the MPPT voltage adjustment range is wider.

Drawing on the control concept of the single-stage PV-VSG, it is hoped that the two-stage PV-VSG
could minimize the energy storage allocation, the realization of which faces two difficulties: First, it is
difficult to actualize the combination of PV with VSG, since it has complex dynamic features, operational
stability requirements and limited capacity. Next, compared with a single-stage system, the DC bus
voltage is no longer the PV voltage, the regulation of which would be more complicated. To deal with
these two problems, we can draw lessons from how the wind farm modifies the power tracking curve
to achieve the supply-demand matching [25–27]. Under the premise of not adding energy storage,
taking the power-voltage output characteristic of PV as a research point, the output power of PV arrays
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is regulated by a DC/DC converter, which can be directly interfaced with local loads or power grids
through post-stage VSG.

On the basis of the analysis above, considering the volatility and finiteness of PV, in this paper,
a two-stage improved PV-VSG control approach founded on an adaptive-MPPT algorithm is proposed.
When PV power is sufficient, adaptive-MPPT enables the PV system to send power identical to the load
or dispatching power requirements, which does not export maximum power all the time; in the case of
PV power deficiency, the adaptive-MPPT algorithm turns into traditional MPPT control; meanwhile,
improved-VSG heightens the DC bus voltage stability. This control approach obviates the energy
storage configuration of the traditional two-stage PV-VSG, thereby reducing investment and maintenance
costs. An adaptively regulated two-stage PV-VSG system is established in MATLAB, and the effective
combination of the two-stage PV and VSG is verified through simulation in off-grid and grid-connected
modes, respectively. In off-grid mode, the novel two-stage PV-VSG sends power in accordance with the
load demand and provides voltage and frequency support for load; in grid-connected mode, AC voltage
and frequency are sustained by the power grid, and PV-VSG is responsible for delivering power following
the dispatching instruction.

2. Overview of Fundamental Problems

The typical PV micro-grid system, which is composed of photovoltaic generation, energy storage
device and diesel generator, supplies the local loads or accesses the grid, as illustrated in Figure 1. For ease
of reading, the PV system is marked with a red frame in Figure 1.

Figure 1. The photovoltaic (PV) micro-grid system.

Picking up the PV system in the above typical PV micro-grid as an important research target,
it is desirable for the PV system to achieve friendly access through the application of VSG technology.
In a general way, in related works [19,20], a PV-VSG control strategy installed with an energy storage
battery on the DC side was adopted, as shown in Figure 2. For traditional PV-VSG control, since PV output
power is particularly influenced by environmental factors such as light intensity and temperature [13],
the energy storage battery is primarily responsible for balancing power through a DC/DC converter so
as to match the required power. However, the above control exhibits two defects: the implementation of
the VSG function is overly dependent on the energy storage battery, so the inverter may not continue
to work once the energy storage battery failure occurs. Secondly, the energy storage configuration of
PV-VSG will greatly increase the expenses of investment, operation and maintenance [23,28].
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Figure 2. The traditional PV-VSG (photovoltaic-virtual synchronous generator) control oriented for
the energy storage battery [19,20].

In order to resolve the inherent problems in Figure 2, a novel two-stage PV-VSG control approach
is advanced in Figure 3, which consists of an adaptive-MPPT control and an improved-VSG control.
Although the energy storage battery of PV-VSG is removed, the joint control of the adaptive-MPPT
and improved-VSG still stabilizes the DC bus voltage and achieves power matching.

Figure 3. The main circuit topology and control method of the presented two-stage PV-VSG.

As is evident from Figure 3, the pre-stage PV-Boost circuit comprises a prime mover using
adaptive-MPPT control, and the post-stage inverter controlled by improved-VSG forms a synchronous
generator. In this way, employing the prime mover as a power source drives the synchronous generator
to send power to the loads or the power grid. Evidently, unlike the traditional PV-VSG with an energy
storage battery as the prime mover in Figure 2, this novel control approach can solve the power
balance problem of two-stage PV-VSG from the source and economizes various costs associated with
configuring energy storage.
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In general, the proposed two-stage PV-VSG possesses two operational scenarios:

(1) PV maximum available power is adequate.

When PV maximum output power is greater than the power required by the load or dispatch
instruction, operational power depends on load or dispatching requirements, and the major challenge
is guaranteeing system power balance. At this moment, PV controlled by adaptive-MPPT changes
the operating point to decrease power output according to load or dispatching power demand,
which ensures supply-demand matching.

(2) PV maximum available power is inadequate.

The insufficiency of the PV maximum available power signifies that the maximum output of PV is less
than the load or dispatching demand power. Under this scenario, the major challenge is to control
PV to provide as much power as possible and to ensure the overall stability of the PV-VSG system.
Thus, adaptive-MPPT-controlled PV should operate at the maximum power point (MPP), which exports
maximal power to minimize power shortage. Meanwhile, improved-VSG control prevents the DC bus
voltage from dropping down continuously, so as to warrant the stability of the DC bus voltage.

Most notably, for the PV system, when the PV maximum available power is inadequate
(the operation scenario (2)), if the load or dispatching power demands are still necessary to satisfy,
other power supplies, such as energy storage and diesel generators in typical PV micro-grids (as shown
in Figure 1), ought to offer power to compensate for the power shortage. This paper mainly aims at
the operation scenarios of a single two-stage PV-VSG system and addresses problems of immediately
accessing two-stage PV power by way of VSG without supernumerary energy storage devices; consequently,
coordination control of the other power supplies and PV systems is no longer necessary to describe.

3. Methods

With regard to the two-stage PV system made up of PV-Boost circuit and inverter, control strategies
include pre-stage adaptive-MPPT and post-stage improved-VSG, which are analyzed in detail in
the subsequent subsections.

3.1. PV-Boost Control

3.1.1. Overall Control Scheme of Pre-Stage PV-Boost

Figure 4 displays the complete control scheme of the pre-stage PV-Boost. Since the research
emphasis of this section is the pre-stage control, the post-stage inverter circuit is omitted,
and is discussed in Section 3.2. The PV voltage reference Upv-ref, which is obtained through
the adaptive-MPPT control, and the actual value Upv generate the PWM modulated signals D through
PI control. The theoretical analysis of adaptive-MPPT algorithm will be elaborated in Section 3.1.2.

Figure 4. Overview of control scheme for pre-stage PV-Boost.
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3.1.2. Adaptive-MPPT Algorithm

Regarding the PV power-voltage (P-U) characteristic curve [28–30] (as shown in Figure 5) as
a research core point, and taking advantage of regulating function of DC/DC converter on output
power of PV cells, the adaptive-MPPT adjusts the working point in the stable operation area to fulfill
supply-demand matching on the basis of actual power demands. From Figure 5, abscissa Upv and
ordinate Ppv represent the PV output voltage and output power, respectively. Pmax is the PV maximum
output power, which corresponds to the voltage Umpp. Additionally, A, B and M are possible PV
operating points, where M is the maximum power point.

Figure 5. PV Power-voltage (P-U) characteristic curve.

Figure 5 shows that the PV operation area is divided into two regions based on the M point.
When external power demand Pneed is less than the PV maximum available power Pmax, PV exists at
two operating points: A and B. Through quantitative and qualitative verification, Refs. [23,24] indicate
that the PV stable operation area is [Umpp, Uoc]. Thus, combined with the actual operating conditions,
the adaptive-MPPT should be equipped with the dynamic regulation features as follows:

• When Pneed < Pmax, PV works at B point within [Umpp, Uoc] to output power equal to Pneed.
• When Pneed ≥ Pmax, PV works at M point to output maximum power Pmax.

Accordingly, taking into account the DC bus voltage Udc, this paper designs the adaptive-MPPT
algorithm based on an improved incremental conductance method in light of the following four control
goals, as described in Figure 6.

(1) Ensure that PV operates within the stable operating area [Umpp, Uoc].
(2) Whether the DC bus voltage Udc is stable at the set reference value Udc-ref is used as a criterion

for judging whether supply and demand match.
(3) When the PV output power is in surplus, adaptive-MPPT causes the DC bus voltage to remain at

the set reference value Udc-ref constantly.
(4) When the PV maximum output is insufficient at a given time, Udc < Udc-ref, adaptive-MPPT runs

MPP to determine maintain maximum output.

From Figure 6, λ is a fixed step, and this adaptive-MPPT algorithm runs as follows:

(1) When the PV system starts for the first time, the slope is dIpv/dUpv + Ipv/Upv > 0. To prevent
PV from operating in unstable areas, the algorithm enables PV run to [Umpp, Uoc] with y = 1,
which ensures accurate tracking in the stable region all the time.

(2) In the stable area, according to difference-value ΔUdc sign of the actual DC bus voltage Udc and
set value Udc-ref, PV regulates output power to meet supply-demand matching, i.e., Ppv = Pneed.
There are three main situations.
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• When ΔUdc(k) > 0, in this case, Ppv(k) > Pneed(k), the PV output power should be reduced,
so the voltage judgement sign is x = −1.

• When ΔUdc(k) < 0, in this case, Ppv(k) < Pneed(k), the PV output power ought to increase,
so the voltage judgement sign is x = 1.

• When ΔUdc(k) = 0, in this case, Ppv(k) = Pneed(k), the voltage judgement sign is x = 0.

Nevertheless, since the actual adjustment direction is opposite to the voltage judgment sign in
the stable area, the PV regulates with y = −x. Most notably, If the PV maximum output power is
less than the load or the dispatch demand invariably, ΔUdc is always less than zero, so y = −x = −1.
Thus, this algorithm jumps out of the ΔUdc judgment step and turns into the traditional MPPT
control based on the conductance increment method.

(3) The actual step size y × λ is obtained, thereby refreshing the PV voltage value Upv.

Figure 6. Adaptive-MPPT algorithm.
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In conclusion, compared to traditional MPPT control, which always outputs maximum power [29,30],
the proposed adaptive-MPPT algorithm, which is applied to the pre-stage PV-DC/DC circuit,
possesses two contributions:

• In the case of sufficient PV power, adaptive-MPPT enables two-stage PV to transmit power
in accordance with the load or dispatching requirements, while guaranteeing DC bus voltage
Udc = Udc-ref.

• Under conditions where PV maximum output power is inadequate, adaptive-MPPT automatically
switches to traditional MPPT control, always outputting maximum power to decrease the power
shortage. At this moment, the DC bus voltage is no longer controlled.

3.2. Inverter Control

3.2.1. VSG Basic Modeling

The classical second-order model of synchronous generator (SG) is introduced into the VSG
control to emulate the inertia and damping characteristics [31,32], including the rotor motion equation
and the stator voltage equation, as expressed in Equations (1) and (2). In addition, droop control is
used for mimicking the frequency regulator and excitation controller of SG, as shown in Equation (3).

J
dω

dt
=

Pm − Pe

ω
− D(ω − ωg) (1)

eabc = uabc + Riabc + L
diabc

dt
(2)

where Pm is the mechanical power; Pe is the electromagnetic power; J and D represent the inertia and
damping, respectively; ω is the rotor angular frequency; ωg is the actual angular frequency of the grid;
eabc, uabc and iabc are the excitation voltage, terminal voltage and stator current of SG respectively,
which correspond to input voltage, output voltage and output current in the inverter; R is the armature
resistance and L is the synchronous reactance.{

U = UN + Dp(PN − P)
ωg = ωN + Dq(QN − Q)

(3)

where PN and QN are the rated active power and reactive power, respectively; P and Q are the active
power and reactive power of VSG; Dp is the P-ω droop coefficient and Dq is the Q-U droop coefficient;
UN is the rated voltage amplitude; ωN is the rated angular frequency.

The combination of the classical second-order model and droop control constitutes the VSG basic
model, whose control structure is depicted in Figure 7. VSG output power simulates the electromagnetic
power, i.e., P = Pe.

Figure 7. Basic control for VSG.
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3.2.2. Improved-VSG Control

When the load or grid demands exceed the PV maximum available power, in order to diminish
the power shortage, the DC bus capacitor Cdc will discharge. If this power shortage is larger, the DC
bus voltage may constantly drop or even collapse, which endangers the stability of the system. To settle
this problem, Figure 8 puts forward the improved-VSG control method which comprises of VSG basic
control and additional control.

Figure 8. Improved-VSG control.

From Figure 8, the VSG basic control enables the PV inverter to take on the same inertia, damping
and primary regulation characteristics as the SG, and the additional control is in charge of avoiding
the DC bus voltage from falling continuously to ensure stability. For additional control, the difference
between the measured DC bus voltage Udc and the set-point Udc-ref is regulated by PI control to obtain
an additional control variable ΔX; moreover, ΔX ≤ 0. The working mode of the additional control is
as below:

• In off-grid mode, switch SB is closed, while switch SA is open, so ΔX is introduced into the reactive
power loop to revise the reactive power reference QN

′, i.e., QN
′ = QN + ΔX ≤ QN.

• In grid-connected mode, switch SA is closed. Since voltage is sustained by the bulk power system,
switch SB is open. Active power reference PN

′ is modified by ΔX, i.e., PN
′ = PN + ΔX ≤ PN.

The basic principles of additional control are given by the following two aspects:

(1) When the PV output power is surplus, pre-stage adaptive-MPPT changes the working point
to achieve Ppv = Pneed, so that the DC bus voltage can stabilize at the reference value Udc-ref.
Thus, ΔX = 0, the additional control is inoperative, in this case, the adaptive-MPPT cooperates with
VSG basic control.

(2) When the PV maximum output is insufficient, i.e., Pmax < Pneed, although MPPT keeps PV
outputting maximum power at all times, it still cannot meet the load or dispatch power
requirements. Consequently, the DC bus capacitance will discharge, with the result that Udc
failed to keep at Udc-ref. If the power difference-value is higher, Udc will continue to fall until it
collapses. In such situations, additional control takes effect.

• In off-grid mode, load power is related to voltage. ΔX acts on the reactive power loop
to indirectly decrease the voltage amplitude, so as to reduce the inverter output power,
which lowers the decline degree of Udc to improve the PV steadiness.

• In grid-connected mode, the dispatching power is greater than the PV maximum output,
resulting in insufficient power. ΔX is led into the active power loop to lessen dispatching
power reference value, which prevents Udc from falling ceaselessly.
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Even if the DC bus voltage Udc is jointly controlled by the pre-stage adaptive-MPPT and
the post-stage improved-VSG, the two stages of control do not affect each other. When Ppv > Pneed,
the pre-stage Udc plays a role, but the post-stage Udc does not perform due to ΔX = 0; when Ppv < Pneed,
the adaptive-MPPT changes into the traditional MPPT, in which Udc is not governed. At this point,
the post-stage Udc is under control on account of ΔX < 0.

To prove the effectiveness, we compared improved-VSG control with VSG basic control through
simulation in off-grid and grid-connected mode. Before 1 s, Pmax > Pneed, and after 1 s, Pmax < Pneed.
The simulation results are shown in Figure 9, in which the blue line represents the improved-VSG
control and the red line is the VSG basic control.

Figure 9. Comparison of DC bus voltage Udc (a) Off-grid mode; (b) Grid-connected mode.

Apparently, as can be observed from the red line in Figure 9, when Pmax < Pneed, Udc with VSG,
basic control drops considerably whether in off-grid mode or grid-connected mode. Especially in
the grid-connected mode, this case is more serious. However, when adopting the improved-VSG
control, although PV maximum output cannot meet the power demand, it is manifestly known from
the blue line in Figure 9 that the improved-VSG control can forestall incessant falling of Udc and
drastically reduce the Udc drop degree to guarantee PV system stability. Therefore, later simulation
validation will make use of the proposed improved-VSG control.

In summary, the improved-VSG that governs the post-stage inverter is provided with following
properties:

• In situations of adequate PV power, the adaptive-MPPT-controlled pre-stage DC/DC converter
accomplishes stability of the DC bus voltage, which can be considered a constant DC source.
At this point, post-stage improved-VSG control mainly causes the inverter to present inertia,
damping and primary regulation characteristics of the SG, that is, achieving VSG basic function.

• When the PV power is inadequate, the DC bus voltage is not managed by pre-stage DC/DC
circuit anymore, since adaptive-MPPT changes into a traditional MPPT. Under this condition,
additional control of the improved-VSG is effective to prevent the continuous drop of the DC bus
voltage, thus enhancing the stability of the PV system.

3.2.3. Complete Control Scheme of Post-Stage Inverter

For the studied case, an overview of the applied control scheme for the post-stage inverter
is displayed in Figure 10. The DC-side capacitor Cdc should be attached to the PV-Boost circuit,
whose control method is discussed in Figure 4.

The control structure of the inverter has two layers of cascaded controllers, including the power
controller, which is comprised of improved-VSG control, and a double closed-loop controller, which is
formed of voltage outer-loop control and current inner-loop control. The outer-layer power controller
basically emulates the main characteristic of the SG, and ensures the stability of the DC bus voltage when
the PV power is inadequate. The inner-layer double closed-loop controller availably enhances the wave
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quality of the inverter output. Afterwards, the inner-loop current control provides the modulation index
for SVPWM which generates the pulse signals of the inverter switching transistor.

Figure 10. Complete control scheme of post-stage inverter.

4. Results

4.1. Simulation System and Simulation Parameters

The integrated system model of a single two-stage PV-VSG connected to the loads or power grid
is built on the MATLAB/Simulink, as shown in Figure 11. Under the off-grid/grid-connected mode,
the performance of the proposed control is validated.

Figure 11. Schematic diagram of a single two-stage PV-VSG connects to the loads/power grid.

The photovoltaic cell type is First Solar FS-380. The DC/DC converter is a Boost circuit, which
is controlled by the adaptive-MPPT in Section 3.1. The DC/AC inverter adapts the improved-VSG
control presented in Section 3.2.

The main component parameters of the investigated system are reported in Table 1.
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Table 1. Simulation parameters.

Parameters Values

Boost circuit parameters
PV-side capacitance, C 30 μF

Inductance, L 1 mH
DC side capacitance, Cdc 5000 μF

Filter parameters The series inductance of the filter, Lf 10 mH
The parallel capacitance of the filter, Cf 350 μF

System parameters

Reference value of DC voltage, Udc-ref 800 V
Rated frequency 50 Hz

The rated phase voltage of power system 220 V
Inverter switching frequency 5 kHz

Control parameters

The P-ω droop coefficient, Dp 0.0003
The Q-U droop coefficient, Dq 0.003

The virtual inertia of VSG, J 0.1
The virtual damping of VSG, D 20

The proportionality factor of additional
control in improved-VSG control, PUdc

50

The integration factor of additional
control in improved-VSG control, IUdc

0.01

4.2. Verification Process

For the typical PV microgrid system shown in Figure 1, there are two operating ways: off-grid mode
and grid-connected mode. Focusing on the PV system in the above microgrid, we attest the effectiveness
that pre-stage PV power implements direct access through post-stage VSG in the absence of allocating
energy storage device. Thus, taking the single two-stage PV system in Figure 11 as an example, the
variations of the load or scheduling demand power and PV maximum output are respectively set up to
verify the proposed control method.

4.2.1. Off-Grid Mode

Under the off-grid mode, since this paper only simulates a single PV system, the inverter output
voltage will decrease due to the power shortage when PV maximum power is not enough. In this
case, the power shortage should be supplemented by other power sources of the PV microgrid in
Figure 1, such as an energy storage battery or diesel generator, to ensure power quality, which is not
the research emphasis in this paper, so the coordination control of the other power sources and PV
system is omitted. This part is also outlined in Section 2 (2).

When the system works in off-grid mode, the two-stage PV-VSG which supplies to the loads
provides the frequency and voltage support for the loads.

(1) Variation of Load Demand

The external environment remains constant. PV maximum available power is Pmax = 15 kW and
the corresponding output voltage is Umpp = 370 V. Before 1 s, the power demand of the load is 12 kW,
which is reduced to 10 kW at 1 s but increased to 18 kW at 1.5 s. Figure 12 displays the system dynamic
response waveforms in the case of varying load requirements.
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Figure 12. Waveforms in the off-grid mode when load demand changes (a) PV output power; (b) PV
output voltage; (c) DC bus voltage; (d) Inverter output power; (e) VSG frequency; (f) Inverter
output voltage.

Before 1 s and between 1~1.5 s, the load demand power is 12 kW and 10 kW, respectively, which is
less than PV maximum output power 15 kW, i.e., Pmax > Pneed, so the PV power is surplus. Thus, it can
be seen in Figure 12a,d that PV power controlled by adaptive-MPPT changes the operating point to make
inverter output power match the load demand. Additionally, before 1.5 s, Figure 12b shows that PV
output voltage is greater than Umpp = 370 V, i.e., Upv > Umpp, which means that PV works in the stable
area [Umpp, Uoc]. Furthermore, DC bus voltage stabilizes at the set value 800 V owing to system power
balance in Figure 12c, and inverter output voltage is identical to the AC rated voltage in Figure 12f.
After 1.5 s, the load demand power increases to 18 kW, which is greater than the PV maximum output
power of 15 kW, i.e., Pmax < Pneed; as a result, the PV power is inadequate. In this case, Figure 12a,b
indicates that PV works at MPP point (370 V, 15 kW) to output maximum power. In addition, due to
power shortage, the DC bus voltage reduces to 625 V in Figure 12c and the inverter output voltage falls
below the rated AC voltage in Figure 12f. During the above power regulation process, Figure 12e shows
that VSG frequency is involved in regulating according to the active droop coefficient.

(2) Variation of PV Maximum Output Power

The load demand power remains at 10 kW continuously. The variation of the PV maximum output
power is emulated by changing light intensity, whose parameter settings are shown in Table 2. Figure 13
shows the simulation waveforms when changing PV maximum output power.

Table 2. Light intensity parameters.

Time (s) Light Intensity (W/m2) Pmax (kW) Umpp (V)

Before 1 s 1000 15 370
1~1.5 s 1200 18.2 380

After 1.5 s 700 9.5 342
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Figure 13. Waveforms in the off-grid mode when PV maximum output power changes (a) PV output
power; (b) PV output voltage; (c) DC bus voltage; (d) Inverter output power; (e) VSG frequency;
(f) Inverter output voltage.

Before 1 s and between 1~1.5 s, Table 2 illustrates that the PV maximum power is 15 kW and 18.2 kW,
respectively, which are greater than the load demand power 10 kW, i.e., Pmax > Pneed. Figure 13a,d
demonstrates that the PV power decreases the output power to enable inverter output of 10 kW power,
which is equal to the load requirement. Despite the increased light intensity, the PV output remains
unchanged due to the constant load demand in Figure 13a. We can see from Figure 13b that PV
output voltage is 398 V before 1 s and 428 V between 1~1.5 s, which are more than 370 V and 380 V,
respectively, so the PV power based on the adaptive-MPPT algorithm adjusts the working point in
the stable region [Umpp, Uoc]. The VSG frequency in Figure 13e also stays constant on account of power
demand invariability. Due to supply-demand matching before 1.5 s, the DC bus voltage can hold at
800 V in Figure 13c and the amplitude of the inverter output voltage is 311.13 V. After 1.5 s, Pmax < Pneed,
it can be seen from Figure 13a,b that PV power runs at the MPP point (9.5 kW, 342 V), which proves that
adaptive-MPPT can be transformed into a traditional MPPT control when PV maximum is inadequate.
VSG frequency regulation in Figure 13e depends on the droop characteristic. Figure 13c shows that
the improved-VSG let the DC bus voltage stabilize at 670 V. Due to the existence of power shortage,
the inverter output voltage is below the rated amplitude 311.13 V.

4.2.2. Grid-Connected Mode

In grid-connected mode, the AC voltage is backed by the bulk power gird, and the VSG is mainly
aimed at contenting the dispatching power demand.

(1) Variation of Dispatching Power Demand

During the simulation process, the external environment is configured on be fixed, that is, the PV
maximum available power is Pmax = 15 kW, which corresponds to output voltage Umpp = 370 V.
Before 1 s, the dispatching power instruction was 11 kW, which decreased to 9 kW at 1 s and increased
to 16 kW at 1.5 s. In this case, the simulation results are expressed in Figure 14.
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Figure 14. Waveforms in the grid-connected mode when dispatching power demand changes (a) PV
output power; (b) PV output voltage; (c) DC bus voltage; (d) Inverter output power; (e)VSG frequency;
(f) Inverter output voltage.

Before 1 s and between 1~1.5 s, the PV maximum available power 15 kW exceeded the dispatching
demand power of 11 kW and 9 kW, i.e., Pmax > Pneed. Thus, can be observed in Figure 14a,b,d that PV
adaptively regulates in the stable interval (Upv > 370 V), so that the inverter outputs power of 11 kW
and 7 kW, which are identical to the dispatch orders. On account of system power balance, the DC
bus voltage maintains at 800 V in Figure 14c. After 1.5 s, the dispatching requirements surpass the PV
maximum power, i.e., Pmax = 15 kW < Pneed = 16 kW. At this time, PV power operates at the MPP point
(15 kW, 370 V) to achieve full output. Moreover, improved-VSG causes the DC bus voltage to settle
at 710 V, so as to ensure its stability. Throughout the adjustment process, because of the rigid support
offered by the bulk power grid, the VSG frequency in Figure 14e maintains at the rated value of 50 Hz
after slight fluctuations, and the inverter output voltage in Figure 14f is the same as the AC voltage of
the bulk power grid.

(2) Variation of PV Maximum Output Power

The dispatch power demand is consistently 12 kW. The simulation conditions are in agreement with
the variation of PV maximum output power under the off-grid model. The light intensity is 1000 W/m2

before 1 s, but it rises to 1200 W/m2 at 1 s and then weakens to 700 W/m2 at 1.5 s. Other relevant
PV parameters of the PV power and voltage are indicated in Table 2. Figure 15 gives the simulation
waveforms in grid-connected mode when the PV maximum output power changes.
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Figure 15. Waveforms in the grid-connected mode when PV maximum output power changes
(a) PV output power; (b) PV output voltage; (c) DC bus voltage; (d) Inverter output power; (e)
VSG frequency; (f) Inverter output voltage.

Before 1 s, when the light intensity is 1000 W/m2, the PV maximum output power is 15 kW,
which is more than the dispatching demand 12 kW. Accordingly, from Figure 15a,b,d, the PV managed
by adaptive-MPPT alters the working point in the stable voltage range (Upv > 370 V) to enable inverter
power output to meet dispatching power need of 12 kW. At 1 s, the light intensity is amplified to
1200 W/m2 so that MPP point is (18.2 kW, 380 V). Even if the light intensity strengthens, PV still operates
in the stable region (Upv > 380 V) to send invariant power owing to the constant dispatching power
demand. Moreover, since this above regulation ensures supply-demand matching, Figure 15c shows that
the DC bus voltage remains at the set value of 800 V. After 1.5 s, the light intensity weakens to 700 W/m2,
at this moment, PV maximum output power fails to satisfy the dispatching power requirement, i.e.,
Pmax = 9.5 kW < Pneed = 12 kW, so it can be seen from Figure 15a,b that PV power transforms into
traditional MPPT operation (9.5 kW, 342 V) to lower power shortage. Additionally, improved-VSG control
takes effect to stabilize DC bus voltage at 655 V. Similar to the variation of the dispatching power demand
in grid-connected mode, in the steady state, the VSG frequency in Figure 15e and inverter output voltage
in Figure 15f are identical to the frequency and voltage of the bulk power grid.

To summarize, based on the simulation results and simulation analysis of the Figures 12–15,
the effectiveness of the proposed two-stage PV-VSG approach based on adaptive-MPPT has been
demonstrated. Whether in off-grid mode or grid-connected mode, no matter when the power
demand changes or the light intensity changes, PV power can operate in a stable area to adjust
adaptively, and PV-VSG can provide the most effective output power matching under different
load/dispatching power requirements, guaranteeing system stability in conditions of insufficient PV
power. Accordingly, compared with traditional two-stage PV-VSG equipped with additional energy
storage on the DC bus [19–22], the proposed control method reduces the cost of investment and operation
on account of not configuring energy storage.

5. Conclusions

In order to address the increasing energy crisis and environmental pollution, photovoltaic power
generation is highly regarded because of its sustainable nature, which can develop a circular economy.
In terms of PV control, PV systems built on economic benefits mostly work in MPPT mode, which is
not in a position to satisfy the operational demands of the future power system owing to the inability
to provide inertia and damping support for the grid. VSG technology is emerging as an attractive
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solution for the above problem, but traditional PV-VSG ordinarily assembles energy storage devices,
which cause many limitations in terms of various costs. Therefore, following consideration of dynamic
characteristics of PV output, adaptive-MPPT-based control of an improved two-stage PV-VSG is proposed.
The suggested strategy permits PV-VSG to inject power to the loads or grid in light of the power
requirements under the circumstances of adequate PV power; in the case of inadequate PV power,
the PV system can implement full output due to the conversion of adaptive-MPPT to traditional MPPT,
and improved-VSG enhances the stability of PV-VSG. The accuracy of the proposed model has been
proven through MATLAB/Simulink. The main contribution of this paper is that a two-stage PV-VSG can
be interfaced with loads or the power grid without requiring energy storage allocation. The presented
approach can be applied in high-permeability PV regions, future grids with access to a large number of
PVs, and in some areas hoping to reduce costs, space occupation, and post-maintenance, and takes on
better scalability.
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Abstract: This paper proposes a new maximum power point tracking (MPPT) algorithm for
thermoelectric generators (TEG). The new-presented method is based on implementing an indirect
open circuit voltage detection and short circuit current estimation methods, which will be used to
directly control the TEG interface power converter, resulting in reaching the maximum power point
(MPP) in minimal number of steps. Two modes of operation are used in the proposed algorithm,
namely the perturb and observe (P&O) method for fine-tuning and the transient mode for coarse
tracking of the MPP during fast changes that occur to the temperature gradient across the structure.
A novel voltage sensing technique as well is proposed in this work, to reduce the number of voltage
sensors used to control and monitor the power converter. The proposed strategy employs a novel
approach to sense two different voltages using the same voltage sensor. The input and output voltage
information is collected from an intermediate point in the converter. The reconstructed voltages are
used in the control loops as well as for monitoring the battery output or load voltages. Simulation and
experimental results are provided to validate the effectiveness of the proposed algorithm and the
sensing technique.

Keywords: maximum power point tracking; open circuit voltage; perturb and observe; thermoelectric
generator

1. Introduction

Due to the rising costs and the scarce availability and depletion of traditional fossil fuels,
efforts have intensified in looking for new sources that are preferably renewable in nature. The most
abundant among renewable sources are solar and wind. Increasing the overall system’s efficiency
is another major concern, which has tremendous overall system effect, and has increased interest
in other small resources as well. Thermoelectric generators (TEG) perfectly fit into this category [1].
TEGs are solid-state devices, which generate electricity directly from heat, in what is known as the
Seebeck effect [2]. The temperature gradient across the structure of the device is maintained to generate
lucrative amounts of electrical energy that may be used to charge batteries and to add load support.
The conversion efficiency of TEG material is characterized by the figure of merit (ZT), which is
defined as ZT =

(
S2σ/k

)
T, where S, σ, T, and k are Seebeck coefficient, electrical conductivity,
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operating temperature, and the thermal conductivity of the material, respectively [3]. ZT for most TEG
materials is around 1, however, feasible designs currently adapt materials with ZT around 2~3.

Historically, TEGs have low efficiencies in the range of 5%, which has kept their use limited to
specialized medical, remote sensing, space, and military applications [4]. However, the recent trend for
harvesting energy at all scales, coupled with the technological development of new power processing
devices and circuits, has placed the TEG on the list of viable energy sources that may be exploited and
improved for commercial use. The recent cost reduction of TEG manufacturing, in addition to its silent
operation, maintenance free service, and long life-time (~25–30 years) has increased attention to this
vital energy production tool [5,6]. Recent development in the thermoelectric material manufacturing
and the introduction of nanotechnology in the process has boosted new generations of TEGs with
higher efficiency ranges that are predicted to reach 15–20% [3].

The TEG can be used as an energy-harvesting device that recovers waste heat from sources such
as industrial processes, which will result in an overall increase in the efficiency of these processes.
They may also be utilized to harness power form some renewable sources such as solar thermal and
geothermal energy sources. Tailored applications for TEG systems include low power autonomous
sensors and wearable human diagnosis devices [7,8]. TEGs can now be successfully employed to
scavenge energy from the rejected heat by many processes such as automotive [9], stove tops [10],
geothermal [11] and power plants [12]. Heat rejected from exhaust gas systems are most likely to
be the most attractive area of application for TEG energy-harvesting systems, and will be the real
motivation for development.

Adaptation of power electronic converter interfacing has improved the capability of controlling
non-conventional power sources as well as maximizing energy-harvesting due to the implementation
of maximum power point tracking (MPPT) algorithms. To increase the generated power from the
TEG module, a MPPT algorithm should be employed, to push the TEG’s operating point to its
optimum location. A DC voltage source in series with an internal resistance is used to model the TEG
characteristics and can be used to verify MPPT algorithms under different dynamics [13]. The MPPT
algorithm adaptively changes the load to match the internal resistance of the TEG module to secure
maximum power transfer.

Many MPPT algorithms have been used for TEG systems, most of which were originally
developed for photovoltaic (PV) systems [14–17]. The perturb and observe (P&O) method is
the most widely used, due to its simple implementation and reliability. The most attractive
feature of the P&O algorithm is its independence of actual circuit parameters and the variation
of source/load conditions. However, this method does have some drawbacks, which are discussed
in [18]. Thus, modified MPPT algorithms are of recent and current research focus to overcome the
flaws presented by conventional algorithms.

A PV module’s I-V characteristics are not linear, while in the case of the TEG, linearity governs
the relationship between the voltage and current. The optimum operating point is related to the
characteristics of the TEG module, as follows:

VMPP =
VOC

2
and IMPP =

Isc

2
(1)

where VMPP is the MPP voltage and IMPP is the MPP current. VOC is the open circuit voltage and
ISC is the short circuit current of the TEG. VOC or ISC is measured for proper operation of some of
the main MPPT algorithms, [19–21], in which it requires disconnecting the converter from the TEG
module during the measurement action. Therefore, there is no energy flow during measurement,
which can be at high frequency, especially in fast-dynamics systems where the temperature gradient
is rapidly changing. In [22], an open circuit voltage measurement technique that does not require
disconnecting the TEG form the converter has been proposed. But, it can only be applied to converters
with discontinuous input current, such as the buck and the buck-boost converters. The proposed
method does not apply to continuous input current topologies, such as the boost converter.
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In this paper, an expansion to the work in [23] is presented where an innovative method for
measuring both VOC and ISC without requiring disconnecting the converter form the TEG is proposed.
The proposed technique is universal, and may be applied to all different types of converters and it
is independent of the nature of the converter employed. The TEG module’s linear characteristics are
exploited to derive the measurement approach. The measurement output will then be employed in the
MPPT algorithm that is proposed in this paper. There are two modes of operation for the proposed
MPPT algorithm, the P&O mode, which is used for fine tracking of the MPP and it is deployed when
the temperature gradient across the structure is held nearly constant or it shows a slow rate of change
with time. The other mode of operation is the transient mode, and it takes over when there is a fast or
sudden change in the open circuit voltage due to a change in the temperature gradient. During this
operating mode, the proposed VOC measurement method will be applied, to rapidly adjust for the new
MPP location.

To maintain the MPPT algorithm controllability over a wide range of operating conditions,
modeling and control of the power converter is essential for stable operation. To ensure that control
theory is applicable in such circuits, feedback from various points in the system might be needed,
such as the voltages and currents at both the input and output ports of the converters. Voltage and
current sensing might not be the most trivial part of the design, as the placement of the sensors and their
cost and accuracy, heavily affect the final product. Several researchers have attempted to minimize
the number of sensors that were used for the control loops’ implementation [24–30]. Some work
has utilized estimation algorithms for some variables depending on the system models. Estimation
techniques suffer from a stability point of view, as the dynamics of the power converter might shift
the estimation accuracy beyond acceptable levels in addition to their complex implementation task.
Reconstruction techniques are better, in the sense that one measured variable is decomposed into two
or more variables using direct physical relations, which gives these methods the real time virtue over
estimation techniques.

In this work, a novel voltage sensing approach is proposed in the DC/DC converters as well.
The boost converter is selected as an example, but with the full capability to replicate the proposed
method to other switching-type power converters. The voltage sensor is placed between two terminals
of the circuit in which one is the switching terminal. Voltage equations during the ‘on’ and ‘off’ times
of the converter’s main switch are constructed and voltage relations to the input and output terminals
are derived. Simulation results and experimental verification show the effectiveness of the proposed
MPPT algorithm and the voltage sensing technique.

2. System Configuration

2.1. TEG Characteristics

The principle of operation of the TEG module is based on the Seebeck effect, which states that
an electromotive force appears between two semiconductors of different doping when a temperature
gradient across the structure exists [17,31]. The developed voltage across the terminals of the TEG
module is expressed by:

VL = VOC − Rint IL (2)

where VL is the load voltage and IL is the load current. Rint is the internal resistance of the TEG module.
VOC is related to the TEG material and temperature difference, as shown in (3).

VOC = αΔT (3)

where α is the Seebeck coefficient of the material and ΔT is the temperature difference between the
hot and cold sides of the module. Higher voltage and current levels may be achieved with series and
parallel connection of several modules.
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The TEG can be electrically modeled under a constant temperature gradient as a voltage source
with a series connected internal resistance [13]. Figure 1 shows the typical TEG electrical characteristics,
where it shows the current versus the voltage and power for the TEG module at different temperature
gradients. It is clear that the optimum selection of the current will guarantee MPP operation, which is
achieved by matching the load of the converter to the TEG internal resistance. Dynamic matching
of the load for max power transfer is done by utilizing dc-dc converters. The boost converter is the
most utilized power conditioning circuit for TEG modules, due to the high voltage gain ratio, simple
to construct, and easy to control. Figure 2 shows the boost converter that will be used in this paper,
along with the TEG electrical model.

 

Figure 1. Typical electrical characteristics of thermoelectric generators (TEG).

Cdc Co
Ro

iL L

Vdc

Q

DRint

+-VOC

Figure 2. TEG model connected with boost converter.

The input capacitor Cdc is used as a buffer for the output voltage of the TEG module and to
support any load transients, but not too large as not to mask the true dynamics of the input source.
As the inductor current is the output current of the TEG, it should be regulated to the optimum
value to insure MPP operation. Another option to ensure MPP operation is to regulate the input
voltage to its optimum value as well. Voltage control is usually slower than current control, but that
highly depends on the input side capacitance. Dual loop control with current as the internal loop is
also possible. This has the advantage of controlling both the transient voltages across the capacitor,
and currents through the inductor, to guarantee that they are within the components’ ratings. In this
paper, current control will be utilized to operate the converter at MPP and voltage control will be used
to meet the battery charging requirements in the case of battery charging applications. In the case of a
boost converter supplying a dynamic load, the voltage control loop is needed to regulate the output dc
bus that interfaces with that load.
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2.2. Open Circuit Voltage and Short Circuit Current Detection

From (2) and Figure 1, it can clearly be seen that the MPP occurs when both the load current and
the load voltage are regulated, such that the input impedance of the converter matches the internal
resistance of the TEG module, and in this case, (1) is derived.

In essence, the MPPT point lies at the mid-point of the I-V characteristics line. Several methods
have been proposed for measuring the open circuit voltage, which can then be used as a control input
for the converter to guide the MPPT algorithm toward the optimum point. However, these methods
need to physically disconnect the converter from the TEG to measure the port voltage and then use
it for converter control. Measuring the voltage must happen at a frequency that is much higher
than the dynamic speed of the system temperature variation to ensure that it captures all variations.
This introduces system losses as no energy flows to the load during measurement. In this paper,
an innovative approach to measure the voltage without the need to disconnect the converter from the
TEG is proposed, as following:

First, the boost converter is assumed to be current controlled and that the P&O MPPT algorithm is
deployed under normal operating conditions of the TEG. Normal conditions are defined as when the
temperature gradient variation across the structure is slow. In this case, the current reference variation
from the P&O algorithm will not induce large power increments at the output of the TEG, nor will it
cause the output voltage of the TEG to vary sharply, since the step size of the reference current applied
from the P&O algorithm is small enough to precisely track the MPP of the TEG.

During sharp transients in the open circuit voltage of the TEG due to sudden temperature variation
across the structure, first: the reference current to the boost converter is kept constant and it is not
changed by the MPPT algorithm. This is represented by points 1–4 in Figure 3. Point 1 is the optimum
current command point for the TEG converter at ΔT = 100

◦
C. When there is a sharp transient in

the temperature gradient, the operating point over the power curve moves directly from point 2 to
point 4, where the current is still fixed at point 1, which is the same as point 3. The circuit waits until it
settles to the new voltage level at point 3. This operating point is recorded as (I1, V1). A shift in the
current command with suitable step size is then executed (e.g., I2 = I1 + ΔI) to push the operating
point to point 5 in the I–V characteristics line. This step size depends on the system’s size and the TEG
characteristics. The converter responds by regulating to the new current level at point 5, which will
change the voltage at the output of the TEG to a new value (V2). This is another point that is recorded.
The linear characteristics of the TEG enable the construction of a straight line equation using two
points (3 and 5) along its path, which are (I1, V1), (I2, V2). From these two points, the straight-line
equation is formed, and the middle point (point 6) is determined by setting either the current or the
voltage in the equation to zero. In this case, two points of operation is sufficient to measure both VOC
or ISC. Ultimately, point 7 can be reached from point 3 in only two steps.

 
Figure 3. Proposed maximum power point tracking (MPPT) algorithm principle.
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It should be noted that the shift in the current command (between point 3 and point 5 for example)
is in the direction of the power increase or decrease during transients. During the measurement
routine, the converter still delivers power to the output, hence, collecting more energy as compared
to traditional methods. The measurement is independent of any offset that might exist in the
voltage sensors, which can produce less accurate readings using traditional measurement techniques.
Moreover, the measurement is fast as it takes only two iterations of the MPPT algorithm.

3. Proposed MPPT Control Algorithm

A flow chart for the proposed MPPT algorithm is shown in Figure 4. First, the variables are
measured and ΔI and ΔP are calculated. If ΔP is less than a certain threshold, then it is concluded
that the system is to run in the P&O mode, where incremental changes in power levels are small
due to fine steps in the current command. If there is a sudden change in the open circuit voltage,
due to sharp transients in the temperature gradient, large power increment is detected, and thus,
the algorithm is operated in the transient mode. In this operating mode, the voltage and current
readings of the last P&O step are recorded (i.e., before the algorithm moves to the transient mode).
Then, the current is incremented by a sufficient magnitude to obtain distinct readings for the voltage
and current to establish the other point needed to construct the line characteristics (y = mx + b) for
the TEG. The estimated relation is then used to find VOC and ISC. If the converter is current controlled,
then the optimum current command would be ISC

2 , which guarantees moving the operating point
directly to the new MPP. Next, the system moves back to the normal P&O mode of operation.

The proposed MPPT algorithm uses the P&O mode for fine-tuning to the MPP, and the transient
mode for the direct relocation of the operating point to the new MPP when there is a sudden change
in the temperature gradient across the structure. The step size for the P&O mode is designed to be
small in order to capture the closest point to the MPP and can be adaptive to be a scaled value of the
measured power increment. The step size for the transient mode ΔI, is chosen such that the readings
of the two points on the characteristics line are distinctive. It can be a design parameter that can be
tuned for best performance.

 

Figure 4. Proposed MPPT algorithm flow chart.
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4. Proposed Voltage Sensing Technique

Figure 5 shows the schematic diagram of the boost converter under consideration. The output
load in this case is a battery. The MPPT algorithm requires the collection of the power production
information through the measurements of the input current and voltage. Moreover, the control
objective of the MPPT algorithm is to tune the input voltage or current to its optimum point through
dual control loops. While the input voltage is being measured and used in the control loops and MPPT
algorithm, continuous monitoring of the output voltage is required to shift the controller from MPPT
control to load matching (voltage mode control) in the case that the battery approaches its full charge
(light load conditions). In the case where the converter is supplying a dynamic load instead of the
battery, then control of the dc bus is needed, and in all cases, the output voltage information is needed
to complete the cycle of the controller. The collection of the output voltage information is not intended
in this paper to be used for the previously proposed MPPT algorithm, rather it is can be used to further
control and monitor the load side, irrespective of load type.

Figure 5. DC/DC boost converter with Thermoelectric Generator input.

For both control modes, MPPT and voltage mode control, the input and output voltages are
needed. Usually two voltage sensors are placed at the input and output ports of the converter to
acquire the voltage information in a real time manner. It should be noted that it is critical to have real
time and direct measurements of the voltage for sensitive control implementation, especially if the
battery is sensitive and excess charge cannot be permitted. Thus, utilizing estimation technique for
either voltage might not be allowed.

In Figure 5, the proposed voltage sensing circuitry is connected as a Y-connected resistive network.
The voltage is sensed at the neutral point of the network as shown. The resistors R1, R2, and R3

are design variables and they are large enough not to cause additional resistive losses in the circuit,
common values ranges between 10 kΩ and 500 kΩ. The sensed voltage (Vsense) is used to reconstruct
the input and output voltage information at the same time. The idea of the connection of the Y-network
is to attach one terminal to a reference point through R3, and the second terminal to be constantly
attached to a steady voltage, in this case Vin through R2. The third terminal is connected to a switching
voltage pole. In this case, to the switch voltage through R1.

To derive the relation between Vsense and the input and output voltages’ information, the converter
is analyzed during the ON and OFF times of the switch, as shown in Figure 6.

 
(a) (b) 

Figure 6. Equivalent circuit of the converter during (a) ON time (b) OFF time.
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While the converter is operating under mode 1 (ON-time), the sensed voltage Vsense in Figure 6a
can be described, as follows:

Vsense =
R1 ‖ R3

R1 ‖ R3 + R2
Vin (4)

where Vin is the input voltage to the boost converter and it is across the capacitor Cdc as Vdc in Figure 6.
Equation (4) is reduced to (5) below.

Vsense =
R1R3

R1R3 + R1R2 + R2R3
Vin =

R1R3

Req
Vin (5)

where Req = R1R3 + R1R2 + R2R3.
During the off-time, which is mode 2 of the boost converter operation, Figure 6b holds. In this

case, the input and output voltages are considered as sources and the superposition principle is applied
to find the Vsense. First, Vo is killed and Vin is kept, which yields Equation (6).

V′
sense =

R1 ‖ R3

R1 ‖ R3 + R2
Vin =

R1R3

Req
Vin (6)

Then, Vin is killed and Vo is kept, yielding the following:

V ′′
sense =

R2 ‖ R3

R2 ‖ R3 + R1
Vo =

R2R3

Req
Vo (7)

Then, the sensed voltage during mode 2 is shown in (8).

Vsense = V′
sense + V ′′

sense =
R1R3Vin + R2R3Vo

Req
(8)

From (5) and (8), it is apparent that Vsense is closely related to both Vin and Vo. To examine the
proportionality, the averaged voltage over one switching period with duty cycle D can be found,
as follows:

Vsense−avg = DR1R3
Req

Vin +
(1−D)

Req
[R1R3Vin + R2R3 Vo]

Vsense−avg = R1R3
Req

Vin +
(1−D)R2R3

Req
Vo

(9)

Examining (9), the average sensed voltage carries the information of the input and output average
voltages. Which means that the input and output voltages can be reconstructed by utilizing the
instantaneous measurements of the voltage Vsense, as follows:

To reconstruct Vin, Equation (5) is utilized, where it shows that during the turn ON time the
sensed voltage Vsense is related to the input voltage Vin through the factor R1R3

Req
. Taking samples of

Vsense during the ON times results in discrete samples of Vin, which are fed in to establish continuous
measurement for Vin.

For Vo reconstruction, and during off time, Equation (8) holds. However, Vsense does not include
Vo information only, but Vin as well. During one switching period, the input voltage is not assumed to
greatly vary, especially with the existence of the input capacitor Cdc, which holds the variation in the
input voltage under slow dynamics compared to a time of one switching period. Thus, Vin information
during the ON time are utilized to reconstruct Vo in (8).

In a digital signal processing environment, one sample per switching period is needed for each
circuit variable to carry-on the control and monitoring tasks. Usually at the end of the PWM cycle.
However, in the case of the proposed technique, two samples per switching period are needed for
the Vsense to be able to reconstruct Vin and Vo. The first sample should be taken at the middle of the
turn-on time to establish Vin, and the other sample should be taken at the middle of the turn-off time
to retrieve Vo. Two samples per period can be easily carried out using simple and low cost processors.
Analogue recovery of the voltage signals using simple and low cost analogue electronics is possible too.
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5. Simulation Results and Discussion

5.1. System Implementation

A simple model of the TEG is selected for simulation to verify the proposed MPPT concept.
The TEG model has an open circuit voltage of 10 V and an internal resistance of 2 Ω. The simulation
design parameters are shown in Table 1.

Table 1. Design parameters of the TEG module and Boost converter.

TEG Value [Unit]

Nominal Voltage 10 [V]
Rint 2 [Ω]

Boost Converter Value [Unit]

L 100 [μH]
Cdc 10 [μF]
Co 470 [μF]
RL 2 [Ω]
fS 50 [kHz]

The schematic diagram of the designed energy-harvester controller is shown in Figure 7, along
with a photo for the test setup developed in the lab. In Figure 7a, the voltage Vsense is fed to the DSP,
where the sample during the ON time leads to Vin through Equation (5). The determined Vin sample
along with the voltage Vsense are utilized to reconstruct the voltage Vo through Equation (8). The output
voltage can be used to implement control/monitoring for the output port of the converter. The sensed
current and input voltage are fed along with the input power (Pdc) to the MPPT algorithm that is
detailed in the flow chart in Figure 4. The MPPT controller takes the voltage, current, and power
readings as inputs and generates an optimum current command to drive the converter to the optimum
operating point, and hence, obtaining the MPP. The generated current command (ire f

L ) is directly
related to the mode of operation, whether it is P&O mode or transient mode, as explained in Section 3.
It should be highlighted here that both current control and voltage control are possible in this circuit,
as both the open circuit voltage and short circuit current are available by utilizing the same procedure
explained in Section 2.2. The duty-to-current transfer function is derived, as follows:

iL(s)

d(s)
=

CoVos + 2(1 − D)IL

LCos2 + L
Ro

s + (1 − D)2 (10)

The transfer function of the boost converter in (10) is operating point dependent. To properly
design a robust controller, the worst case scenario must be considered. A practical realistic upper
limit on the conversion ratio of the boost converter is five times. This leads to an upper limit of the
duty cycle of 0.8. A conservative value of D = 0.9 will be selected for the controller design. Using the
parameters shown in Table 1, and considering the nominal value for IL of 2.5 A, which represents the
optimum current value at the nominal TEG voltage of 10 V and optimum input resistance of the boost
converter of 2 Ω, the plant transfer function becomes:

iL(s)

d(s)
=

0.01128s + 0.5
4.7 × 10−8s2 + 5 × 10−6s + 0.01

(11)

The compensator designed is proportional-integral (PI) type with the following parameters:

Gci(s) = 0.075 +
75
s

(12)
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(a) 
 

 
(b) 
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Figure 7. (a) Schematic diagram of the TEG energy-harvester control diagram. (b) Hardware photo of
the test setup.

5.2. Proposed MPPT Algorithm Simulation

The PSIM simulator is used to simulate the boost convert controlled using the proposed MPPT
algorithm. The P&O algorithm step size is tuned to 0.1 A after experimenting different values for
optimum performance for the TEG size given. The time frame over which the power readings are
taken and averaged is 0.6 ms, which means that the voltage and current samples are averaged every
0.6 ms, and then the power sample is generated for use in the MPPT algorithm. This averaging routine
is important because it is needed to handle any transient overshoot or undershoot that may occur
when the current reference is changed due to the tracking process [32].

A sudden change in the open circuit voltage is simulated in Figure 8, and the MPPT algorithm
is set to track the MPP. In the figure, initially, VOC = 10 V and the MPP is tracked using a current
controlled boost converter. The current command is around 2.5 A, as can be seen in the figure.
A transition from 10 V to 14 V is imposed. The algorithm detects large jump in the power measured.
This condition results in the algorithm deciding to shift to the transition mode. At the start of this
mode, the current command is set as the previous value used in the P&O mode. Averaging of voltage
and current measurements are done and recorded. The current is then increased or decreased in the
same direction of the power transition by a constant step that is known to the designer and optimized
depending on the system size and TEG characteristics. In this case, the jump is 1 A in the direction
of the power increment after the transition. The new voltage and current values are recorded. Using
these two points, the TEG characteristics line is constructed and the short circuit current and open
circuit voltage are estimated. In this case, ISC is used to define the new current level. In the simulation,
the current command starts at around 2.7 A immediately after the transition, then moved to 3.7 A
where a new voltage level is recorded. The reconstructed relation defines the new current level to

546



Energies 2018, 11, 1826

be 3.5 A, which matches the new MPP location. The transition to 14 V means that the new current
command for the new MPP is 3.5 A, which is ISC

2 . The system then returns to the P&O mode where
fine tracking for the MPP takes place.

 
Figure 8. Simulation results of the proposed MPPT algorithm.

A transition down by six volts is later commanded, and the same scenario occurs once again
by utilizing the transition mode. A new ISC value is detected and used to move the operating point
directly to the new MPP. As can be seen from the simulation results, the proposed technique of MPP
tracking does help in identifying anomalies in the power signal feedback, and it is able to excite the
indirect detection method of the voltage and current to “rapidly” adapt the current command to the
new operating condition.

The advantages of the proposed algorithm includes fast tracking for the MPP under a dynamically
changing environment, where in only three steps, it moves the operating point to the vicinity of
the new MPP. The current ISC and voltage VOC detection is independent of the operating point or
conditions. These figures (Voc and Isc), may change due to temperature variation, humidity, or even
loading conditions. However, the proposed detection and measurement method is adaptive to such
conditions and it is very simple to implement.

5.3. Proposed Voltage Sensing Technique Simulation

The circuit shown in Figure 5 is simulated in PSIM software. The resistors’ values of the voltage
sensor are chosen to be 1 KΩ each. Figure 9 shows the simulation results of the algorithm. The input
source takes step changes and the MPPT algorithm follows the changes. The actual Vin and Vo are
shown in blue and the reconstructed voltages through only Vsense are shown in red. The reconstruction
technique clearly shows excellent effectiveness and it can capture even acute dynamics. In fact the
reconstructed voltages are the ones that are used to close the control loop of the power converter
and the MPPT algorithm still runs with full stability. Figure 10 shows the sampled intervals of Vsense,
along with the actual Vin. It is clearly shown that the sampled intervals of the sensed voltage follow
the contour of the actual input voltage, which in turn enables the reconstruction of Vin. Similar figures
can be generated for Vo.
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Figure 9. Input and output voltages. Actual (blue) and Reconstructed (red).

Figure 10. Simulated input actual voltage and sampled Vsense intervals during ON-time.

6. Experimental Results

An in-lab hardware prototype was built and tested to verify the proposed algorithms. A boost
converter built with components’ parameters shown in Table 1. The sensing resistors, as shown in
Figure 7, were selected to be 1 KΩ each. A TMS320F28335 DSP processor is utilized to build and
execute the proposed algorithms. The input source is a DC voltage source in series with a resistor to
simulate the behavior of a TEG module. The power level of the input source can be tuned to represent
a single TEG module or a complete set of TEG modules.

Figure 11 shows the proper operation of the boost converter where the current, input voltage
to the boost, and gate signal are shown. Smooth controlled operation is verified first and then the
proposed MPPT algorithm was executed and tested against conventional P&O MPPT algorithm, as
shown in Figure 12. At time t1, the input power is increased by increasing the input source voltage in a
step change behavior from 10 V to 20 V, and at t2 falls back to 10 V before repeating the same scenario
starting at t3. In the time interval [t1 − t2], the proposed MPPT algorithm is operating. As can be seen in
the current waveform, the algorithm detects sudden change in input power, and accordingly, activates
the transient mode. In this mode, two successive steps in the current command are introduced by the
algorithm and proper voltage and current measurements are taken to estimate the open circuit voltage,
and hence the position of the MPP. The algorithm steers the converter to operate at the estimated
MPP and at the same time folds back to the regular P&O mode for fine tuning and to detect slow
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dynamics changes in input power. The exact same scenario happens exactly when the input power
drops suddenly at time instant t2.

 

Figure 11. Experimental waveforms for the current, PWM signal, and input voltage of the operating
boost converter.

 

Figure 12. Experimental comparison waveforms for the current, voltage, and input power under the
conventional perturb and observe (P&O) and the proposed MPPT algorithms. (Lower part is filtered
version of the upper part).

The whole experimental procedure is repeated for time instants t3 and t4 where only P&O mode
is operating. The delay in tracking the new MPP is clearly seen due to the natural behavior of P&O
algorithm of applying small steps towards the new set point. Of course, some tuning can facilitate the
conventional P&O algorithms but with flaws, as discussed in [18]. The enhancement of the proposed
MPPT algorithm over conventional ones can be clearly seen from the figure.

The proposed voltage sensing technique was implemented and tested using the exact same setup
used for the MPPT algorithm verification. The sensed voltage (Vsense) and the reconstructed input
(Vin) and output (Vo) voltages are shown in Figure 13. The sensed voltage is factorized using (5) and
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(8), as shown in Figure 7, to reconstruct the input and output voltages. Excellent matching to the
derivation and simulation can be seen. In Figure 13, the traces are configured to better see the close
behavior of the sensed voltage as compared to the input and output voltages. As shown in the figure,
Vsense is a switched waveform that resembles Equations (5) and (8). Noting that Vsense does not coincide
with either Vin or Vo, but the traces in the figure are configured to show the interrelation between
the variables.

Figure 13. Experimental waveforms for the current, estimated input and output voltages, and the
sensed voltage, as highlighted in Figure 5.

In Figure 14, voltage sensing technique was tested under transient conditions, where it clearly
shows how the reconstructed voltages follow the input and output voltages smoothly and justify using
it as the only voltage to be sensed in order to completely close the control loop of the converter and to
apply continuous monitoring over the output voltage in the case of battery charging application.

Time division(50us/div)

iL(0.2A/div)

Vo(2V/div)
Vsense(2V/div)

Vin(2V/div)

 

Figure 14. Experimental waveforms for the current, estimated input and output voltages and the
sensed voltage as highlighted in Figure 5 during transient dynamics.

7. Conclusions

In this manuscript, the TEGs conversion system is considered, where a new MPPT control method
is proposed. This new method is based on a novel strategy to measure the open circuit voltage and
short circuit current of the TEG without using any special physical connection or disconnection form
the source. The proposed detection method utilizes the inherent linear characteristics of the TEG I-V
curve, and it is independent of operating or environmental conditions. During normal conditions,
the P&O algorithm is used for fine tracking, where, as during fast changing dynamics, the transient
mode is adapted. In the transient mode, the open circuit voltage is estimated, and conveniently,
the operating point is moved towards Voc

2 where the MPP operation is maintained. Even during the
normal operating conditions where the P&O is activated, verification of the proper MPP tracking
might be needed and that can be achieved by utilizing the estimated open circuit voltage.

Moreover, for low computational overhead systems, where a minimum number of computations is
desired, the proposed algorithm can serve very well without engaging the P&O mode. Spaced samples
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are enough to establish the measurements for the open circuit voltage and the operating point,
which can be steered towards Voc

2 where MPPT is guaranteed.
The proposed algorithm utilizes the input voltage for tracking and the output voltage for

controlling the load demand. Usually, the TEG power electronic converter interfaces with a battery or
DC link capacitor, where the dc voltage at the output is a control variable and needs to be continuously
measured and controlled. Thus, a novel voltage sensing technique is developed to reduce the used
sensors count. Through a single point voltage measurements, the input and output voltage information
were reconstructed in a real time manner with excellent accuracy. Simulation and hardware results
show the effectiveness and verify the operation of the proposed methods.

Author Contributions: Conceptualization, Z.D.; Methodology, Z.D.; Software, Z.Z.; Validation, Z.D. and
O.S.; Formal Analysis, M.B.; Investigation, Z.D.; Resources, Z.D.; Data Curation, M.B.; Writing-Original Draft
Preparation, Z.D.; Writing-Review & Editing, O.S.; Visualization, Z.Z.; Supervision, Z.D.; Project Administration,
O.S.; Funding Acquisition, Z.D.

Funding: This research was funded by ‘Support to Research, Technological Development & Innovation in
Jordan’ (SRTD–II), an EU funded project managed by the Higher Council for Science & Technology under grant
number AR-164.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Rowe, D. Thermoelectric waste heat recovery as a renewable energy source. Int. J. Innov. Energy Syst. Power
2006, 1, 13–23.

2. Riffat, S.B.; Ma, X. Thermoelectrics: A review of present and potential applications. Appl. Therm. Eng. 2003,
23, 913–935. [CrossRef]

3. Zhang, X.; Zhao, L.-D. Thermoelectric materials: Energy conversion between heat and electricity.
J. Materiomics 2015, 1, 92–105. [CrossRef]

4. Rowe, D. Thermoelectrics, an environmentally-friendly source of electrical power. Renew. Energy 1999, 16,
1251–1256. [CrossRef]

5. Mehta, R.J.; Zhang, Y.; Karthik, C.; Singh, B.; Siegel, R.W.; Borca-Tasciuc, T.; Ramanath, G. A new class of
doped nanobulk high-figure-of-merit thermoelectrics by scalable bottom-up assembly. Nat. Mater. 2012, 11,
233–240. [CrossRef] [PubMed]

6. Biswas, K.; He, J.; Blum, I.D.; Wu, C.-I.; Hogan, T.P.; Seidman, D.N.; Dravid, V.P.; Kanatzidis, M.G.
High-performance bulk thermoelectrics with all-scale hierarchical architectures. Nature 2012, 489, 414–418.
[CrossRef] [PubMed]

7. Dalola, S.; Ferrari, M.; Ferrari, V.; Guizzetti, M.; Marioli, D.; Taroni, A. Characterization of Thermoelectric
Modules for Powering Autonomous Sensors. IEEE Trans. Instrum. Meas. 2009, 58, 99–107. [CrossRef]

8. Deng, F.; Qiu, H.; Chen, J.; Wang, L.; Wang, B. Wearable Thermoelectric Power Generators Combined with
Flexible Super Capacitor for Low-power Human Diagnosis Devices. IEEE Trans. Ind. Electron. 2016, 64,
1477–1485. [CrossRef]

9. Risse, S.; Zellbeck, H. Close-coupled exhaust gas energy recovery in a gasoline engine. Res. Therm. Manag.
2013, 74, 54–61. [CrossRef]

10. Champier, D.; Bédécarrats, J.P.; Kousksou, T.; Rivaletto, M.; Strub, F.; Pignolet, P. Study of a TE
(thermoelectric) generator incorporated in a multifunction wood stove. Energy 2011, 36, 1518–1526.
[CrossRef]

11. Sutera, C.; Jovanovica, Z.R.; Steinfeld, A. A 1 kWe thermoelectric stack for geothermal power
generation—Modeling and geometrical optimization. Appl. Energy 2012, 99, 379–385. [CrossRef]

12. Siviter, J.; Knox, A.; Buckle, J.; Montecucco, A.; McCulloch, E. Megawatt scale energy recovery in the Rankine
cycle. In Proceedings of the 2012 IEEE Energy Conversion Congress and Exposition (ECCE), Raleigh,
NC, USA, 15–20 September 2012; pp. 1374–1379.

13. Xu, Y.; Yuan, Y.; Fu, J. Modeling and design for a thermoelectric charger. In Proceedings of the 2012 IEEE
International Symposium on Industrial Electronics (ISIE), Hangzhou, China, 28–31 May 2012; pp. 383–386.

14. Kasa, N.; Iida, T.; Liang, C. Flyback Inverter Controlled by Sensorless Current MPPT for Photovoltaic Power
System. IEEE Trans. Ind. Electron. 2005, 52, 1145–1152. [CrossRef]

551



Energies 2018, 11, 1826

15. Koizumi, H.; Mizuno, T.; Kaito, T.; Noda, Y.; Goshima, N.; Kawasaki, M.; Nagasaka, K.; Kurokawa, K.
A Novel Microcontroller for Grid-Connected Photovoltaic Systems. IEEE Trans. Ind. Electron. 2006, 53,
1889–1897. [CrossRef]

16. Kuo, Y.-C.; Liang, T.-J.; Chen, J.-F. Novel maximum-power-point-tracking controller for photovoltaic energy
conversion system. IEEE Trans. Ind. Electron. 2001, 48, 594–601.

17. Kim, R.-Y.; Lai, J.-S. A Seamless Mode Transfer Maximum Power Point Tracking Controller For
Thermoelectric Generator Applications. IEEE Trans. Power Electron. 2008, 23, 2310–2318.

18. Raza Kazmi, S.M.; Goto, H.; Hai-Jiao, G.; Ichinokura, O. Review and critical analysis of the research papers
published till date on maximum power point tracking in wind energy conversion system. In Proceedings of
the 2010 IEEE Energy Conversion Congress and Exposition (ECCE), Atlanta, GA, USA, 12–16 September
2010; pp. 4075–4082.

19. Jungmoon, K.; Minseob, S.; Junwon, J.; Heejun, K.; Chulwoo, K. A DC-DC boost converter with variation
tolerant MPPT technique and efficient ZCS circuit for thermoelectric energy harvesting applications.
In Proceedings of the 19th Asia and South Pacific Design Automation Conference ASP-DAC 2014, Singapore,
20–23 January 2014; pp. 35–36.

20. Schwartz, D.E. A maximum-power-point-tracking control system for thermoelectric generators.
In Proceedings of the 2012 3rd IEEE International Symposium on Power Electronics for Distributed
Generation Systems (PEDG), Aalborg, Denmark, 25–28 June 2012; pp. 78–81.

21. Laird, I.; Lu, D.D.C. High Step-Up DC/DC Topology and MPPT Algorithm for Use with a Thermoelectric
Generator. IEEE Trans. Power Electron. 2013, 28, 3147–3157. [CrossRef]

22. Montecucco, A.; Knox, A.R. Maximum Power Point Tracking Converter Based on the Open-Circuit Voltage
Method for Thermoelectric Generators. IEEE Trans. Power Electron. 2015, 30, 828–839. [CrossRef]

23. Dalala, Z.M.; Zahid, Z.U. New MPPT algorithm based on indirect open circuit voltage and short circuit
current detection for thermoelectric generators. In Proceedings of the 2015 IEEE Energy Conversion Congress
and Exposition (ECCE), Montreal, QC, Canada, 20–24 September 2015; pp. 1062–1067.

24. Tolani, S.; Joshi, S.; Sensarma, P. Dual loop digital control of UPS inverter with reduced sensor count.
In Proceedings of the 2016 IEEE International Conference on Power Electronics, Drives and Energy Systems
(PEDES), Trivandrum, India, 14–17 December 2016; pp. 1–6.

25. Uno, M.; Kukita, A. Current sensorless single-switch voltage equalizer using multi-stacked buck-boost
converters for photovoltaic modules under partial shading. In Proceedings of the 2015 9th International
Conference on Power Electronics and ECCE Asia (ICPE-ECCE Asia), Seoul, Korea, 1–5 June 2015; pp. 645–651.

26. Dallago, E.; Finarelli, D.G.; Gianazza, U.P.; Barnabei, A.L.; Liberale, A. Theoretical and Experimental Analysis
of an MPP Detection Algorithm Employing a Single-Voltage Sensor Only and a Noisy Signal. IEEE Trans.
Power Electron. 2013, 28, 5088–5097. [CrossRef]

27. dos Santos, W.M.; Martins, D.C. Digital MPPT technique for PV panels with a single voltage sensor.
In Proceedings of the Intelec 2012, Scottsdale, AZ, USA, 30 September–4 October 2012; pp. 1–8.

28. Ciani, L.; Catelani, M.; Mancini, M.; Simoni, E. A novel technique for power inverter control based on a single
voltage sensor. In Proceedings of the 2009 IEEE Instrumentation and Measurement Technology Conference,
Singapore, 5–7 May 2009; pp. 1167–1170.

29. Mallik, A.; Khaligh, A. Control of a Three-Phase Boost PFC Converter Using a Single DC-Link Voltage Sensor.
IEEE Trans. Power Electron. 2017, 32, 6481–6492. [CrossRef]

30. Mukherjee, S.; Shamsi, P.; Ferdowsi, M. Control of a Single-Phase Standalone Inverter without an Output
Voltage Sensor. IEEE Trans. Power Electron. 2017, 32, 5601–5612. [CrossRef]

31. Lineykin, S.; Ben-Yaakov, S. Modeling and analysis of thermoelectric modules. In Proceedings of the
Twentieth Annual IEEE Applied Power Electronics Conference and Exposition, APEC 2005, Austin, TX, USA,
6–10 March 2005; Volume 2013, pp. 2019–2023.

32. Dalala, Z.M.; Zahid, Z.U.; Wensong, Y.; Younghoon, C.; Jih-Sheng, L. Design and Analysis of an MPPT
Technique for Small-Scale Wind Energy Conversion Systems. IEEE Trans. Energy Convers. 2013, 28, 756–767.
[CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

552



energies

Article

Energy Management for Smart Multi-Energy
Complementary Micro-Grid in the Presence of
Demand Response

Yongli Wang, Yujing Huang *, Yudong Wang, Haiyang Yu, Ruiwen Li and Shanshan Song

School of Economics and Management, North China Electric Power University, Changping District,
Beijing 102206, China; wyl_2001_ren@163.com (Y.W.); yudongwang@ncepu.edu.cn (Y.W.);
HaiyangYU@ncepu.edu.cn (H.Y.); liruiwen@ncepu.edu.cn (R.L.); licheelily@ncepu.edu.cn (S.S.)
* Correspondence: yujinghuang@ncepu.edu.cn

Received: 25 March 2018; Accepted: 11 April 2018; Published: 18 April 2018

Abstract: With the application and the rapid advancement of smart grid technology, the practical
application and operation status of multi-energy complementary microgrids have been widely
investigated. In the paper presented, the optimal operation of a solar unit, a storage battery and
combined cooling, heating and power is studied via an economic optimization model implemented
in General Algebraic Modeling Systems (GAMS). The model represents an optimization strategy
for the economic operation of a microgrid considering demand response programs in different
scenarios, and it is intended for the targets of minimizing the operating cost of the microgrid and
maximizing the efficiency of renewable energy utilization. In addition, a multi-time electricity
price response model based on user behavior and satisfaction is established, and the core value
of the model is to describe the mechanism and effect of participation in electricity price demand
response. In order to verify the accuracy of the model proposed, we design the dispatch strategy of a
microgrid under different states considering demand response, and use genetic algorithm to solve
the optimization problems. On the other hand, the application of methodology to a real case study in
Suzhou demonstrates the effectiveness of this model to solve the economic dispatch of the microgrid’s
renewable energy park.

Keywords: multi-energy complementary; microgrid; demand response; operation optimization;
electricity price

1. Introduction

Energy is the basis of human existence and development. Human beings are facing increasingly
serious energy shortage and environmental damage, and the development of clean energy is an
inevitable trend of social progress. At present, most of the renewable energy is generated by
distributed generation (DG), with the widespread application of distributed generation technology,
the grid-connected generation of distributed generation and other issues are gradually prominent.
As microgrid technology provides a new technical approach for the large-scale application of renewable
energy grid-connected power generation, the optimal operation of a microgrid with demand response
(DR) has attracted more and more attention [1].

In recent years, many institutions have studied the microgrid, these studies include the access
and control technology of distributed power supply, energy efficiency management and economic
optimization operation of microgrid and so on. Guo et al. built a model to supply electricity for
residents living in the remote and less developed areas, which includes a power grid extension
mode and a microgrid mode [2]. Niu et al. proposed a multi-objective optimal energy management
framework for the integrated electrical and natural gas network (IEGN) with combined cooling, heat,

Energies 2018, 11, 974; doi:10.3390/en11040974 www.mdpi.com/journal/energies553



Energies 2018, 11, 974

and power (CCHP) plants [3]. Hossain E et al. introduce the concept and progress of microgrid
technology, and used a storage-based load side compensation technique to enhance stability of
microgrids [4,5]. Emmanuel et al. identified various ways national green computing campaigns can be
carried out in Africa’s sociocultural context, and applied a metaheuristic algorithm to the stochastic
optimization problem to search for the best-known green computing awareness creation solution [6].
Zhang et al. proposed the composition, tasks and flow of the energy efficiency management system,
and described the mathematical modeling method of economic dispatch and optimal operation [7].
Zhao et al. introduced the general structure of a home network energy management system based
on smart grid, and proposes an effective home power dispatching method [8]. Jin et al. establishes a
multi-objective optimization with principal constraints through a large-scale MG model with flexible
loading, which leads to the derivation of a strategy containing uncertainty, and takes a real project
to evaluate the uncertainty and demand response potential [9]. Brearley et al. attempt to reexamine
the basic concepts of a microgrid and to study the issues and various protection strategies a microgrid
faces in protecting the environment [10]. Meghwani et al. presented a noncell protection scheme that
uses a locally measured DC microgrid (DCMG) and discusses a threshold calculation method for
protection schemes, and it is validated on ring DCMG architectures with different conditions [11].

The optimal dispatching model for a stand-alone microgrid is of great importance to its operation
reliability and economy. Wang et al. aimed at addressing the difficulties in improving the operational
economy and maintaining the power balance under uncertain load demand and renewable generation,
and propose a new two-time scale multi-objective optimization model to optimize the operational
cost of the microgrid based on an efficient microgrid energy market [12]. Okoye C O et al. have
carried on the thorough research in the microgrid modeling aspect, and established the operation
model of microgrid, which has been widely used [13–15]. Saffari M et al. focus on the study of
microgrid operation optimization strategy, established the operation optimization model and different
constraints; their research results have a significant role in promoting the research in this field [16,17].

The development of smart grid provides powerful technical support for demand response, it is
an important technical means of demand side management (DSM). Under the demand response
mechanism, users can respond to the price or incentive signal, and change the normal power
consumption mode to optimize power consumption and Increase the efficiency of the use of system
resources. As studied by Xiao L et al., an improved method of wind energy utilization based on demand
response is proposed, and an opportunity constraint decision model of wind power utilization is
established to obtain the optimal solution of demand response resource scheduling [18,19]. The results
show that demand response can promote photovoltaic power generation (PV) consumption and
realize the economic operation of microgrid. Yu et al. propose a two-stage, robust optimization-based
model for coordinated investment of DG and DRF, aiming at accommodating the uncertainties of
renewables and load demand [20]. Pan et al. propose an electric vehicle (EV) operation strategy
based on electricity price incentive policy and establishes the economic dispatch model to realize
stable operation of EV when joining in the power grid [21]. Li Yuan et al. present a method of setting
gear based on demand response time-sharing ladder price, and obtains the optimal gear of right
price to analyze the response effect and energy-saving benefit [22]. Fan et al. propose an optimized
operation model for the microgrid on the user side, which includes the zoning strategy of real-time
electricity price and the control strategy of controllable load, and the results show that the feasibility
and effectiveness of the optimization model to provide theoretical support for low-cost operation
on the user side [23]. Gao et al. analysis the benefits, drivers, and barriers of DR, and the status of
international DRS was discussed through a broad review of existing projects in different regions [24].
Lu Xiaonan et al. proposes an energy sharing model based on demand response price for the microgrids
of PV manufacturers [25]. Abdelaziz et al. conduct a comprehensive assessment of DR barriers and
“sociotechnical-economic” in the context of smart grid, and discusses the contributing factors and
the complexity of the energy system as well as the features [26]. Besides, a model of residential energy

554



Energies 2018, 11, 974

system operation optimization based on price response is proposed, and a new load clustering method
is adopted to disperse the response capacity of residential areas [27].

In summary, a demand response program is one of the key technologies in demand side
management; it can promote the development of renewable energy power generation technology,
and it is also conducive to the economic operation of a microgrid. In the process of a microgrid
operation, the operational cost and the better electricity services have always been important issues
of concern to users, and electricity price policies and incentive policies also have received extensive
attention. Therefore, a demand response program and grid operation characteristics need to be
considered together in the process of microgrid operation optimization research. Compared with
the existing research on demand response and microgrid operation optimization, the existing research
has made some contributions in these two aspects, however, few articles combine these two aspects for
operation optimization research, and existing articles have not studied the overall system operation
and the system internal load response characteristics under the premise of considering the demand
response mechanism and user response behavior. To fill this gap, this paper presents a multi-energy
complementary operation model of a microgrid with PV, electric energy storage (EES) and CCHP
considering the multi-period electricity price response strategy. In the work presented, a demand
response mechanism of price is considered to establish the optimal operating model of a microgrid,
the optimization model can achieve the goal of minimizing the operating cost of a microgrid, and
the optimal coordination among various loads, renewable energy power generation, electric energy
storage system and user comfort are considered in the modeling process. In addition, a microgrid
demonstration project in Suzhou is used to verify the role of the coordinated optimization model in
responding to grid scheduling and controlling user power costs in this paper.

In the result of this paper, firstly the structure and composition of a microgrid and a multi-period
electricity price DR model are analyzed. Secondly, the modeling process of microgrid operation
optimization is described in detail, and the operation strategy of a microgrid under different scenarios
is introduced in Section 3. After these, simulation process and a result analysis of the model are
described in Section 4. Lastly, Section 5 summarizes the important conclusions drawn in this study.

2. Smart Microgrid DR Model

Microgrid is a small regional power generation, which contains clean energy power, electric energy
storage device, electronic device, load and automatic demand response system [28]. Microgrid system
can realize self-control, protection and management, and it can run not only in the grid-connected
operation grid, but also under the stand-alone operation. Microgrid is a concept of the traditional large
power grid, which is a network composed of multiple distributed power sources and loads, and it is
connected to the conventional power grid through static switches. With the development of intelligent
power technology, the development of a microgrid can promote the large-scale access of DG and
renewable energy, and realize high-reliability supply of various energy forms of load. In addition, it is
an effective means to realize the popularization of smart grid, and lead the transition from traditional
power grid to smart grid.

In this paper, a microgrid including distributed photovoltaic power generation (PV), combined
cooling heating and power (CCHP) and electric energy storage (EES) is constructed. And the demand
response mechanism is fully considered in the modeling process of the microgrid, which is embodied
in Figure 1. In a microgrid system, power generation unit and user unit are two important modules,
and the user’s demand directly determines the operating condition of microgrid system. When users
receive the stimulation of information such as electricity price, policy and the like of the outside
world, they can change the power consumption behavior reasonably. At the same time, the operating
conditions of each power generation unit and energy storage in a microgrid will change accordingly,
which will ultimately lead to the change of system operating costs.
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Figure 1. Typical structure of a multi-energy microgrid.

As analyzed above, the implementation of time-of-use (TOU) price has become an effective
demand response method in China. Through the response of DR prices, it can not only achieve
peak load shifting, but also improve the benefits of a microgrid and the stability of the system [29].
Customers are one of the key elements in demand response. Response behavior and satisfaction
of customers directly affect the implementation effect of demand response. Therefore, this paper
establishes a demand response model based on multi-period electricity price, considering both response
behavior and satisfaction of users.

2.1. Customer Response Behavior Model

In the price-based demand response mechanism, the price factor is sensitive to user behavior.
Users respond to changes of prices by adjusting their own electricity consumption behavior, which
is embodied in the reduction of electricity consumption. As a special commodity, the change of
the price of electric energy will affect the purchase behavior of consumers. At the equilibrium point
of the electric power market curve, the electric price k and the electric quantity E are approximately
linearly related [30], and the expression is:

E = −ωk + ψ (1)

where ω, ψ are the coefficients of the relationship between electricity and electricity prices respectively.
Under the time-of-use price (TOU) of demand response, users respond to change of price by

adjusting the electricity structure. Changes in electricity price not only affect the load of its own period,
but also affect other periods of load, and it is a multi-period response [31]. This effect can be described
by the elasticity of electricity price elasticity:

θ =
ΔE
E

(
Δk
k
)
−1

(2)

where θ is the elastic coefficient of the electricity price; E, ΔE are the amount of electricity and
the amount of electricity; k, Δk are electricity price and its variation. According to (2), the change value
of the electric quantity after the users responds to the change of the electric price can be obtained.
The equation is as follows:

ΔE = θ · E · Δk
k

(3)
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The customer response behavior is the real embodiment of the demand response effect, which
can be described comprehensively by establishing the electricity price demand balance relationship
and the elasticity matrix of multi-period electricity price.

I =

⎡⎢⎣ θ f f θ f p θ f g
θp f θpp θpg

θg f θgp θgg

⎤⎥⎦ (4)

where I is the elasticity coefficient matrix; θ f f , θpp, θgg are TOU price elastic coefficient of peak section,
flat section and valley section; the rest is the coefficient of cross period.

By combining Equations (1)–(4), we can get a mathematical model of the response price.
The demand response model based on electricity price established in this paper is as follows:

ETOU = E0 +

⎡⎢⎣ E0, f 0 0
0 E0,p 0
0 0 E0,g

⎤⎥⎦ ·

⎡⎢⎣ θ f f θ f p θ f g
θp f θpp θpg

θg f θgp θgg

⎤⎥⎦ ·

⎡⎢⎣ Δk f /k0

Δkp/k0

Δkg/k0

⎤⎥⎦ (5)

where E0 is the amount of power before the Demand Responds; ETOU is the amount of power after
the Demand Responds; k f , kp, kg, k0 are peak section, flat section, valley section of the demand response

price and fixed price respectively, ETOU =
[

Ef Ep Eg

]T
and E0 =

[
E0, f E0,p E0,g

]T
.

2.2. Customer Satisfaction Model

Customer satisfaction is an important factor to measure the effect of demand response, and it is
also a prerequisite for customers to participate in intelligent power program. In the demand response
scheduling of a microgrid system, if the satisfaction of customers is not considered, the optimization
result may have a bad effect on the attitude of the customers, and it is difficult to achieve the purpose
of coordinating the power consumption of customers to achieve the purpose of economic operation
of smart grid [32]. Therefore, this paper takes the electricity consumption mode and the change of
the electricity expenditure as the evaluation index of customer satisfaction. At the same time, it is used
as a constraint in the optimal scheduling model. Customer satisfaction modeling is shown below:

(1) Electricity Satisfaction Me

Me = 1 −

T
∑

t=0
|ΔEt|

T
∑

t=0
Et

(6)

where
T
∑

t=0
|ΔEt| is the sum of unsigned values of the amount of power change during the optimization

period before and after optimization;
T
∑

t=0
Et is the total power consumption before optimization.

(2) Electricity expenditure satisfaction Mc

Mc = 1 −

T
∑

t=0
ΔCt

T
∑

t=0
Ct

(7)

where
T
∑

t=0
|ΔEt| is the sum of the unsigned values of the amount of change in electricity cost before and

after the optimization.
T
∑

t=0
Ct is the total electricity cost before optimization.
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3. Microgrid Operation Optimization Model

3.1. Objective Function Optimization

The operation cost of a microgrid is mainly composed of generation cost and environmental
cost. The power generation cost is mainly the fuel cost and maintenance cost of the generator set.
And the environmental cost mainly includes the emission cost and punishment cost of pollutants in
the power generation process. During the operation of a microgrid, due to the stimulation of electricity
price and other factors, the output of a nonclean power supply, such as CCHP, in the system will
increase and the increase of output will bring electricity sales revenue to the system. At the same
time, it will produce certain pollutant emissions. Considering the problems of economic operation
and environmental protection, a multi-objective function is established this paper. The target of
the objective function is to minimize the cost of power generation and achieve the goal of minimizing
the environmental cost. On the basis of the above analysis, an optimization model for the operation of a
microgrid is established in this section. The model is mainly oriented to commercial building microgrid
with CCHP, PV and EES. In this study, the electrical load of the T period is predicted at each T-1 period,
because the turbine engine response time is very fast than the steam turbine, the optimization period is
set to 5 min, and the output of each unit for the next 5 min is adjusted during the T-1 period. The model
mentioned can achieve the target of minimizing the cost of a microgrid system under the common
constraints of operating conditions and environmental factors, and the objective function is as follows:

Objective function I:

F1 = minCop =

T∫
0

(
CpvPpv +

Pf uelV
60

+ Cbat,dep + CB−grid

)
(8)

CB−grid =

⎧⎪⎪⎨⎪⎪⎩
kBPgrid , Pgrid > 0

0 , Pgrid = 0

kSPgrid , Pgrid < 0

(9)

where Cop is the operation cost of microgrid system, yuan; Cpv is the power generation cost of the PV
system, yuan/kW; Pf uel is the price of natural gas in the system, yuan/m3; V is the volume of natural
gas consumed, Nm3/h; Cbat,dep is the operation cost of energy storage, yuan/kWh; Kb is the purchase
price, yuan/kWh; Ks is the selling price of microgrid in scheduling time, determined by the tariff
policy, yuan/kWh; Pgrid is the energy exchange power, kW. If Pgrid > 0, purchase power from the grid;
If Pgrid < 0, sell power to the grid.

Objective function II:

F2 = minCE =

T∫
0

(
m

∑
j=1

(δE,jQj + ζ j)

)
(10)

where CE is the environmental costs; δE,j is cost of per kilogram pollutant j, yuan/kg; Qj is the emissions
of pollutants, kg; ζ j is the emission tax on pollutants.

3.2. Constraints

3.2.1. PV Output Constraint

The output power of the photovoltaic power generation system is constrained by the safety of
the system, and the PV power constraint ranges are as follows [13]:

Pmin
pv (t) < Ppv(t) < Pmax

pv (t) (11)
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where PPV(t) is the output power of PV system at time t, kW; Pmax
pv (t) and Pmin

pv (t) are the maximum
and minimum values of PV power, kW.

3.2.2. CCHP Output Constraint

Safety and stability are important factors during the operation of CCHP system. In order to
ensure that CCHP operates in a safe and stable environment, the output power must remain within
the maximum output power, and the power constraints are as follows [14]:

Pmin
e (t) < Pe(t) < Pmax

e (t) (12)

where Pe(t) is the output power of CCHP at time t, kW; Pmax
e (t) and Pmin

e (t) are are the maximum
and minimum values of CCHP, kW.

3.2.3. Power Balance

In the process of microgrid operation, power is the key factor of system operation. In a microgrid
system, power demand mainly comes from the core load and electric equipment, and power supply
mainly includes the DG and power. The energy supply and demand in that system should be balanced.
The system power balance constraints are as follows [15].

N

∑
k=1

Pk−i(t) + Pgird(t) + PEES(t)− Ploss − Pcore − Pload = 0 (13)

Pload =
M

∑
i=1

Pi(t)xi(t) (14)

where Pi(t) is the power of the adjustable load in the microgrid, kW; Pcore is the core load power in
the system, kW; Pload is the total load involved in demand response scheduling in the system, kW;
Ploss is the load lost in the distribution network, kW; Pgird(t) is the total load power value bought by
the microgrid system from the grid, kW; PEES(t) is the power of EES at time t, kW.

3.2.4. EES Constraints

EES must ensure its safe and economic operation, and it also stores as much clean power as
possible. During the operation of the energy storage system, the state of charge (SOC) and battery life
are the key factors that affect the operation of the energy storage system [16].{

Pstorage(t) ≤ Pdis−max Pstorage(t) > 0∣∣Pstorage(t)
∣∣ ≤ Pch−max Pstorage(t) < 0

(15)

SOCmin < SOC(t) < SOCmax (16)

where Pdis−max is maximum value of discharge power at time t, kW; Pch−max is the maximum
value of charging power at time t, kW; SOCmax and SOCmin are the upper and lower limits of
the remaining capacity.

3.2.5. Power Purchase Cost Constraint

Energy cost is one of the important factors that different users must consider when participating
in demand response program. Demand response encourages users to participate in load reduction and
load transfer plan, under the premise of meeting the user comfort requirements. At the same time,
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it is necessary to ensure that the system can use distributed power generation as much as possible to
reduce the operation cost of microgrid system [17].

∑
t∈(T0, f ,p,g)

(k f + kp + kg − k0)Pd(t)Δt ≤ 0 (17)

where Pd(t) is the total power load of the system; T0, f ,p,g is the time period corresponding to the fixed
electricity price and the peak-to-valley electricity price; k f , kp, kg, k0 are peak section, flat section, valley
section of the demand response price and fixed price respectively.

3.2.6. Customer Satisfaction Constraints

Customer satisfaction mainly includes two aspects: user satisfaction with electricity consumption
and electricity expenditure after participating in the demand response.{

Me > Me,min

Me > Me,min
(18)

where Me,min, Mc,min is the minimum value of satisfaction with electricity mode and the minimum
value of satisfaction with electricity expenditure.

3.3. Model Solution Method and Operating Strategy

3.3.1. Operating Strategy

The power sources for the load are DG, grid power supply and energy storage. In order to
achieve the purpose of cost savings, DG is taken as the first priority of power supply energy, followed
by energy storage batteries, and the last is the power grid power supply. Based on the above three
types of microgrid resources, this paper considers the demand response mechanism to coordinate and
optimize the distributed, energy storage and response load. A flow chart of the proposed microgrid
optimization model is shown in Figure 2.

The main considerations are the power cost of the microgrid (the amount of power supplied
by the grid) and the charging and discharging capacity of the energy storage, and the management
between the three energy sources is carried out according to the basic strategy as described below:

If Pgrid > 0 DG and EES capacity is much smaller than the load demand of system, the system
must purchase some power from the grid to achieve its energy balance. In this situation, the SOC of
the energy storage system is considered by the dispatching center firstly. If the remaining power is less
than the total load of the system, then the output state of distributed power supply should be included
in the scope of scheduling. According to the operating state of the system and market conditions
and other factors, the quantity and price of electricity purchased are determined, and the dispatching
center issues dispatching instructions to each energy unit in the system.

Load state: The amount of electricity generated by DG and the amount of electricity in the Energy
Storage is greater than the load demand.

Pload − PPV(t)− Pstorage(t) < 0 (19)

Operating Strategy: The system first inputs excess power into the energy storage, then sell
electricity to the grid.

Pgrid(t) = PPV(t)− Pload − ΔPstorage(t) (20)

If Pgrid < 0, DG and EES capacity is much larger than the total load, the system can Sell excess
clean power to the grid or other microgrid systems. In view of the above situation, the operation state
of energy storage system is first scheduled by the system. Then, the SOC of EES and the charging
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requirement are judged. Finally, the amount of power that the system sells to the grid is determined
and dispatch instructions are issued to the system.

Load state: The amount of electricity generated by the DG and the amount of electricity in
the Energy Storage are not enough to meet the load demand.

Pload − PPV(t)− Pstorage(t) > 0 (21)

Operating Strategy: Consumers buy electricity from the grid.

Pgrid(t) = Pload − PPV(t)− Pstorage(t) (22)

Figure 2. Flow chart of microgrid optimization model.

3.3.2. Model Solution Method

In general, there is a mutual restriction between the objective functions in the multi-objective
constraint problem. In the process of multi-objective optimization, the realization of one objective
may have a bad effect on other objectives. Therefore, it is difficult to evaluate the advantages and
disadvantages of the multi-objective problem solution. Compared with a general optimization problem,
the solving method of multi-objective optimization problem is not unique, but exists in the optimal
solution set composed of multiple solutions. The set mentioned above is called Pareto, and the element
in the set are called Pareto optimal or noninferior optimal [33].

The multi-objective optimization questions can be described as follows:⎧⎪⎨⎪⎩
minF(z) = min([ f1(z), f2(z), f3(z), · · · fn(z),]

T), s.t. z ∈ Ω
J(z) ≤ 0
H(z) = 0

(23)

where z is the optimization variable; fn(z) is the optimization target; Ω is a collection of all possible
solutions; J(z) and H(z) are the set of constraints of inequality and equality.
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Considering the output of distributed generation and load level, the constraint value for each
variable is set. Based on the scheduling strategy of demand response mechanism, the model
presented is solved by Non-domimated Sorting Genetic Algorithm II (NSGA-II). In order to verify
the performance of NSGA-II, this paper applied it to different scenarios of microgrid scheduling.
The population size (NP) is set to 500, and the value of the maximum variation generations is 100,
and the constraint processing method Ref. [34]. The flow chart of the NSGA-II proposed is shown in
Figure 3.

Figure 3. The flow chart of the NSGA-II based on demand response.

4. Case Study

4.1. Parameters

In order to verify the accuracy of the optimization model established in this paper, a typical
microgrid including CCHP, PV and EES system is optimized and analyzed in this study. Typical load
data for 1440 min of the day is selected for analysis, and the power predicted of CCHP, PV, and loads
is shown in the Figure 4. In this microgrid, the capacity of CCHP is 1.5 MW, PV is 400 kW, electric
load is 667 kW. And the EES capacity is 300 kWh, charge and discharge efficiency of battery is 90%,
the actual cumulative throughput is 1.99 × 107 Ah. The TOU price is shown in the Table 1.
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Figure 4. Daily variation curves of micropower and load.

Table 1. Sectional electricity price of demand response.

Time Windows

Price (Yuan/kWh)

Low Price Medium Price High Price

0:00~6:00
18:00~24:00

6:00~10:00
15:00~18:00

10:00~15:00

Purchase 0.5522 0.8185 1.2035
Sell 0.65 0.65 0.65

4.2. DR Study Results

According to the electricity price of the DR policy, the fixed electricity price is 0.9 yuan/kWh,
the purchase price and the sale price are TOU price, as shown in Table 1 above. This section sets
the parameters of the electricity and electricity price curve based on the elasticity coefficient of electricity
and electricity price in Ref. [35]. The parameter is shown in Table 2.

Table 2. Parameters of relation curve between electricity and electricity price.

Time Low Price Medium Price High Price

(ω, ψ) (6.5,65) (5.0,60) (4.0,58)

According to Equations (4) and (5), an electricity and electricity price elasticity matrix M is obtain.

I =

⎡⎢⎣ −1.0235 0.1123 0.1058
0.1206 −1.0089 0.0986
0.1351 0.1209 −1.0165

⎤⎥⎦ (24)

According to the demand response model, the load characteristics before and after demand
response are obtained (shown in Table 3), and the system load curve is also obtained (shown in
Figure 4). Peak valley difference of the system decrease after the demand response is shown in
Figure 5.

Table 3. Load characteristics before and after DR.

Situations
Peak of

Load/kW
Valley of
Load/kW

Peak-Valley Difference
of Load/kW

Me Mc

Before DR 1136.93 330.31 806.62 1 0
After DR 1100.19 326.15 774.04 0.97 0.75
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Figure 5. Load curve before and after DR.

According to the calculation results in Table 3, the peak valley difference of the system before
the demand response is 806.62 kW, and after the demand response, it is 774.04 kW, the effect of Peak
Shaving has been achieved. In addition, after DR, the satisfaction degree of electricity consumption
satisfaction Me is 0.97, and the satisfaction degree of electricity expenditure Mc is 0.75.

Under the demand response mechanism, electricity consumers can respond to the market price
signal based on their load demand and preference, and change the power consumption mode and load
demand independently. The load mainly conditions of the electric vehicle and the lighting before and
after demand response is shown in Figures 6 and 7 respectively.

Figure 6. Electric vehicles load before and after DR.

Figure 7. Lighting Load before and after DR.
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In Figure 6, the charging time of the electric vehicle is mainly concentrated at 10:00 to 18:00 and
20:00 to 24:00. According to TOU price, users are willing to charge in the low night electricity price
period, which can not only meet the needs of vehicles, but also save charging costs [36].

In Figure 7, the load of lighting system is not adjusted before 6:00 and after 21:00 due to
the user’s habits. Between 6:00 and 21:00, the load reduction of the lighting system reached more than
30%. In addition, the maximum load reduction ratio can reach 10~20% after the implementation of
the demand response program during the peak power consumption period.

4.3. Operation Optimization

4.3.1. Scene Analysis

In this section, three scenarios are set up to study the mechanism of demand response project on
microgrid economic operation.

Scene 1: The system operates in off-grid microgrid. The power in the system comes from PV,
CCHP and EES system, and the DG of the system can meet the power demand of consumers.

Scene 2: The system operates in grid-connected microgrid. Without the introduction of demand
response, the major power suppliers in the system are distributed PV system, CCHP system, EES
system and grid, and the electricity price is fixed. It is assume that the user preferentially use the power
from DG.

Scene 3: The system operates in grid-connected microgrid. With the introduction of demand
response, the major power suppliers in the system are distributed PV system, CCHP system, EES
system and grid, and the electricity price is TOU price. It is assume that the user preferentially use
the power from DG.

4.3.2. Optimization Results

According to the three cases presented above, this section randomly selected typical-day load in
the microgrid for operation optimization, the operation results are shown in Figures 8–10.

Figure 8 shows the output of the different unit in Scene1.In this scene, the system does not
exchange energy with the grid, and the power demand of the system is provided by combined energy
supply system composed of PV, CCHP and EES. The operation cost of the system is mainly DG cost
and charging and discharging cost of EES.

Figure 8. The output of micropower in Scene 1.

Figure 9 shows the output of the units in Scene 2. In this state, the consumers first use DG power
and energy storage. The surplus electricity is delivered to grid, the insufficient electricity is purchased
from grid, and the electricity purchase price is the fixed price.
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Figure 9. The output of micropower in Scene 2.

Figure 10 shows the output of different unit in Scene 3. In this state, because of the interval
distribution of electrovalence, the daytime price is higher, the power of CCHP and the output of ES and
discharge in the system are improved compared with scenario 2 in order to reduce the cost of electricity.
And the output of each unit of the system is more sensitive to electricity prices, and the output of each
power supply and the change of electric quantity exchange are more obvious.

Figure 10. The output of micropower in Scene 3.

4.3.3. Optimization Process Analysis

In the microgrid system, the PV power is a clean power. However, the CCHP system drives
the gas turbine to turn through the consumption of gas to generate electricity and heat, which produces
a large amount of pollutants during the combustion process. In addition, electricity is mainly derived
from thermal power generation in China. In the context of environmental issues, the operation of
microgrid should not only consider the economy, but also consider whether it is environmentally
friendly. Therefore, there is Pareto with both economic and environmental protection.

In addition to the above discussion, microgrid economic/environmental multi-objective
scheduling problem is often faced with complex situations such as operation mode switching, electricity
price change and so on, so the algorithm should have better adaptability to the problem. In this section,
three scenarios are simulated respectively: TOU price mode, fixed price mode and isolated grid mode.
And the extreme solution optimal target value, average target value and algorithm operation time in
Pareto solution set are compared. The optimization results of three schemes in wardrobe optimization
period (5 min) are shown in Table 4 and Figure 11.
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Table 4. Extreme solutions and the average operation time under different operation modes of
the microgrid.

Scenarios Optimization Result/Yuan NSGA-II

Scene 1: TOU price
Generation cost

optimal value 46.980
Average value 47.206

Environmental cost
optimal value 1.246
Average value 1.255

Scene 2: fixed price
Generation cost

optimal value 45.450
Average value 47.268

Environmental cost
optimal value 1.538
Average value 1.541

Scene 3: isolated grid mode
Generation cost

optimal value 50.4
Average value 51.685

Environmental cost
optimal value 1.325
Average value 1.336

Optimized time records/s Average value 19.675

Figure 11. Adaptive curve and Pareto optimization frontier of NASG-II.

With initial data and parameters, the proposed NSGA-II algorithm is used to solve the operation
optimization problem with considering a variety of constrains. For proving the effectiveness of
the improvement of NSGA-II algorithm, the algorithm is used in the operation optimization of three
different microgrid operating states, and the fitness value and Pareto solvable set are also recorded
in detail. It is clear that when the algorithm is run in scenario 1, the energy cost decreases until
the algorithm converges after about 34 iterations, and the total running time of the program is about
18.957 s within the interval T. Similar trends can be revealed in the other two scenarios. The minimum
value of each population variation generation is recorded, and the fitness curve in different situation is
generated iteratively, as shown in Figure 11.

The points in Figure 11 represent the solutions distributed within the target space as the algorithm
evolves to the last generation. As can be seen from Table 4 and Figure 11, the optimization of NSGA-II
under different operation modes is ideal and can better reflect the preferences of decision makers.
At the same time, the sub-solution set corresponding to each weight has certain diversity.
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4.3.4. Optimization Result Analysis

According to the objective function presented in this paper and the three scenarios set by the work
presented, we can get the cost composition of the system under different operating conditions.
For the multi-energy complementary microgrid system established in this paper, the operating cost of
the system is mainly composed of power generation cost and environmental cost. The cost of power
generation mainly includes the operation and maintenance cost of the generating unit and the cost of
fuel. The environmental cost is mainly the environmental cost due to the discharge of the pollutants.
Table 5 shows system cost structure under different operating conditions.

Table 5. System cost structure under different operating conditions.

Cost/Yuan

Generation Cost/Yuan

Environmental
Cost/Yuan

Operation
Cost/YuanCCHP PV EES

Electricity Exchange

Purchase Sell

Scene 1 12,600 1120 800 0 0 381.3 14,901.3
Scene 2 12,260 1120 770 250 −870 359.9 13,889.9
Scene 3 12,510 1120 820 240 −1600 443.7 13,533.7

According to Table 4 and optimization results, when the system operates in off-grid, the output
of PV system can’t meet the requirements of the system, and the CCHP and the EES are required
to supply power to the system, so that the operation cost is high. When the system operates in
grid-connected, the system sells excess power in response to changes in electricity prices and to obtain
economic benefits, so that the operation cost is lower than that in the off-grid operation. After the DR
program, the power from the grid has little change, but the power delivered to grid increases obviously.
The amount of electricity sold per day is up to 583.051~803.302 kWh. In the microgrid with PV, ES
and CCHP, the operation cost mainly comes from the operation and maintenance cost and fuel cost of
the system. The composition of the system cost in different scenarios is shown in Figure 12.

Figure 12. Composition of the system cost in different scenarios.

The cost components of the system show significant differences under three operating conditions.
As far as the overall trend is concerned, the operating cost of the CCHP system accounts for more
than 80% of the total cost of the system, which directly determines the operating effect of the system.
And the direct reason for this result is that the price of natural gas fluctuates greatly with the market
and the price of industrial gas is higher in China. In addition, the proportion of system cost has also
changed significantly with the implementation of demand response strategy.
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5. Conclusions

In the work presented, the operation optimization of a multi-energy complementary microgrid
containing DG and EES is conducted. Besides these, a demand response model and the optimization
model of a microgrid based on TOU price are established, and some research results are obtained.
On the one hand, the coordinated optimization strategy of a multi-energy complementary microgrid
is designed in this paper, which realizes the optimization of load distribution and system cost
minimization in space domain. On the other hand, this paper establishes an integral optimization
objective function considering the demand response and user satisfaction constraints, which has a great
promotion effect on the economical and efficient operation of the system with the demand response
strategy. In addition, on the basis of the operation optimization model presented, this paper makes
a more reasonable scheduling for microgrid operation, the building of a microgrid operation, and
the optimization results that the optimization strategy can reduce the power consumption of building.
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Nomenclature

The parameters in this article are described below.

Cop the operation cost of system
Pf uel System gas price, yuan/m3

I PV current
Rsh the equivalent parallel impedance
J curve fitting parameter
Iph, Id the current generated by the light and the reflected missing current
DA the actual depth of discharge
CA actual capacity
ω, ψ the coefficients of the relationship between electricity and electricity prices
E, ΔE the amount of power and its change
Me Electricity satisfaction
Pe(t) the output power of the CCHP, kW
CB−grid the electricity cost of the microgrid during the Scheduling period, yuan/kWh
ηe(t) the power generation efficiency of the CCHP
ηl the heat loss coefficient of the CCHP
Pgrid the energy exchange power, kW
Pcore the core load power in the system/kW
Ploss the load lost in the distribution network/kW
SOCmax the upper limit of the remaining capacity/kW
Pch,max the maximum value of charging power at time t, kW
Pdis,max maximum value of discharge power at time t, kW
Mc,min the minimum value of satisfaction with electricity expenditure
PDG,max the maximum power of DG
Ci the Generation cost, yuan/kW
Rs the equivalent series impedance
q the electronic charge
k boltzmann constant
LR the cycle number of stored energy under rated discharge depth and rated discharge current
dact,t the actual discharge current ampere hours in the unit of time
Cbat the initial investment cost of energy storage
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θ the elastic coefficient of the electricity price
k, Δk the price and its variation
Mc Electricity expenses satisfaction
Pi the output of DG during the Scheduling period, kw
Cbat,dep the operation cost of energy storage, yuan/kWh
Kb the purchase price, yuan/kWh
Ks is the selling price of microgrid in scheduling time, yuan/kWh
PPV(t) the output power of PV system/kW
Pi(t) the power of the adjustable load in the microgrid/kW
Pload the total load involved in demand response scheduling in the system/kW
PEES(t) the power of EES at time t/kW
Pd(t) the total power load of the system

T0, f ,p,g
the time period corresponding to the fixed electricity price and the peak-to-valley
electricity price

Me,min the minimum value of satisfaction with electricity mode
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Abstract: With the fast development of the electric vehicle industry, the reuse of second-life batteries
in vehicles are becoming more attractive, however, both the state-of-charge (SOC) inconsistency
and the capacity inconsistency of second-life batteries have limits in their utilization. This paper
focuses on the second-life batteries applied battery energy storage system (BESS) based on modular
multilevel converter (MMC). By analyzing the power flow characteristics among all sources within the
MMC-BESS, a three-level SOC equilibrium control strategy aiming to battery capacity inconsistency
is proposed to balance the energy of batteries, which includes SOC balance among three-phase legs,
SOC balance between the upper and lower arms of each phase, and SOC balance of submodules
within each arm. In battery charging and discharging control, by introducing power regulations
based on battery capacity proportion of three-phase legs, capacity deviation between the upper and
lower’s arm, and the capacity coefficient of the submodule into the SOC feedback control loop, SOC
balance of all battery modules is accomplished, thus effectively improving the energy utilization of
second-life battery energy storage system. Finally, the effectiveness and feasibility of the proposed
methods are verified by results obtained from simulations and the experimental platform.

Keywords: modular multilevel converter; battery energy storage system; state-of-charge balancing;
second-life battery

1. Introduction

With the fast-growing commercial application of electric vehicles, there will be a substantial
increase of the batteries retired from these vehicles, leading to a great waste of resources if the
batteries are directly thrown out. By expanding the useful life of these retired batteries for second
use, the total battery life cycle cost can be easily reduced and the utilization of the battery could also
be greatly improved [1], which is of great significance to promote the replaceable developments of
the electric vehicle industry. The most economical way of reusing second-life batteries is the battery
energy storage system (BESS). In conventional battery energy storage systems, a large number of
batteries are connected in series or in parallel in a battery pack, which requires a higher battery
consistency in practical applications. However, due to the high capacity inconsistency and high cost of
module reconstruction in second-life batteries, the large number of series/parallel applications and
“short-board” effect will reduce the total capacity utilization of the energy storage system, which will
affect the energy and capacity utilization efficiency.
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Flexible group technology is an effective method to solve the problem of the high battery
inconsistency [2,3]. Different from the conventional battery group composed of a large number
of single batteries directly connected in series and in parallel, the flexible group energy storage system
is consist of cascaded submodules combining the low-voltage battery pack with converters. Charging
or discharging the current of each battery module is controlled independently based on the state
parameters, effectively reducing the requirement of battery capacity consistency and the cost of
regrouping. Thus, the capacity utilization efficiency and cycle life of batteries can be improved while
meeting the requirements of energy storage systems. Consequently, the efficient utilization of the
retired power batteries is realized.

Various topologies can be used in flexible group energy storage system [4,5]. In the application
where power flows among the AC grid, the DC bus and battery, the MMC-BESS has its superior
advantages of overcoming the “short-board” effect. By dispersedly connecting the low-voltage battery
pack to the DC side of each submodule, this topology combines the merits of both MMC and BESS,
which is suitable for hybrid AC/DC micro-grids and high-voltage direct current (HVDC) power
system. Meanwhile, advanced modeling [6–8], control systems, and modulation [9,10] has developed
MMC greatly. The battery capacity utilization of the whole MMC-BESS is limited by the submodule
with the highest or lowest state of charge (SOC), therefore the SOC equilibrium control becomes the
essential part of improving battery capacity utilization. Since SOC is directly related to battery capacity,
the capacity inconsistency can easily result in divergent real-time SOC. When second-life batteries are
widely used in battery packs in MMC-BESS, in addition to capacity inconsistency of batteries in the
same arm, the total battery capacity between the upper and lower arm as well as the total capacity
among different phases are also inconsistent, leading to greater SOC inconsistency at each level of
battery modules. Thus, the conventional SOC equilibrium control strategy has limited applications
and new control methods are in great urge.

SOC balancing control and fault-tolerant control are essential for the MMC-BESS to improve the
efficiency and reliability of capacity utilization. In Reference [11], the zero-sequence voltage injection
method is able to balance the SOC among different phases, however, the calculation of zero-sequence
voltage injection involves complex mathematical calculation, leading to higher requirement of control
hardware. By sorting the SOCs of all submodules, SOC balancing control can be realized using the
carrier-based disposition pulse width modulation (PWM) method [12]. However, the complexity
increases dramatically with the increase of the number of submodules. Reference [13] proposed a
simple and easy closed-loop method to achieve SOC balancing among submodules within an arm
and phase legs, while the SOC balancing problem between the upper and lower arms is not under
full consideration. Some literature focuses on the MMC-BESS applied in vehicles, in which using
AC-circulating current to balance SOC between the lower and upper arms; the current only contain
positive sequence and negative sequence to protect the current from flowing to the DC source [14].
As SOH can also be used to improve utilization of battery, the author adopted dc and ac circulating
current as well as modulation index of each submodule to achieve the tracking of SOC, thus effectively
improving the cycle time of battery system [15]. In [16], the capacity energy in both upper and lower
arm can be controlled by adjusting the circulating current after bypassing the fault submodule, resulting
in the SOC rebalancing even under fault operation. Reference [17] focuses on the hybrid MMC energy
storage system consisting of half-bridge and full-bridge topologies, which highly integrating different
voltage and current injection methods for both interphase and intra-phase SOC equalization. Although
various SOC equilibrium control methods were proposed in the previous literature, the impact of
capacity inconsistency has not been fully considered. In the condition where the inconsistency index
goes higher, the control error may turn greater, resulting in lower battery capacity utilization.

To overcome the shortage of conventional SOC equalization methods under the operation of
battery capacity inconsistency, after the analysis of the power transfer relationship of MMC-BESS,
this paper proposes a three-level SOC balancing control strategy. The SOC closed-loop control
strategy is implemented to adjust the power command from phase level to each submodule, and
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then regular both the DC circulating current and AC current. By respectively adjusting the phase
power and arm power, the power of submodules can be reconfigured. To solve the battery capacity
inconsistency problem, this paper proposed a novel control method based on power regulations
and SOC equalization control to synchronously converge the SOC equilibrium among different
battery packs with various battery capacity, and eventually achieves the goal of the same SOC of all
battery modules of MMC-BESS, effectively improving the utilization of second-life batteries. Both the
simulation model and experimental platform of a three-phase 24-module energy storage system have
been established to verify the effectiveness of the proposed control strategy.

2. Operating Principles

2.1. Topology and Modulation Strategy

The schematic diagram of the MMC-BESS is shown in Figure 1. Three-phase legs are connected in
parallel to a common DC grid and the midpoint is connected to an AC grid through the grid inductor
Lg. Each leg consists of upper and lower arms, the arm inductor La and equivalent series impedance
Ra. There are N cascaded submodules in each arm, where low-voltage battery packs and half bridge
are embedded. The bypass switch of each submodule will be closed once a failure in this submodule
happens. The power devices T1 and T2 are in complementary operation, which means the submodule
cannot output negative voltages. Some researchers add DC-DC converter between battery and half
bridge to reduce the current ripple of battery [18].

Figure 1. The configuration of the MMC-BESS and its submodule.

The driving signals of the power devices are generated by the carrier phase shift modulation in
this paper. A schematic diagram of the carrier phase-shift modulation strategy is shown in Figure 2.
N carrier signals for the submodules within the same arm have a 2π/N phase shift. The reference
voltage for the upper and lower arms are opposite in phase. In this way, the output voltage of the
converter has 2N + 1 levels and its dominant harmonic component is 2N·fSW. Therefore, the harmonic
performance is acceptable even at a low switching frequency.
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Figure 2. A diagram of the carrier phase-shift modulation (7 levels).

2.2. Power Flow Analysis

MMC-BESS is a three-port power converter system connected to the AC grid, the DC link, and
the batteries. The power flow analysis is the basis of the control strategy design. The high-frequency
component of the voltage and current is neglected in this paper for better analysis. In the following
discussion, j ∈ {a, b, c} represents different phases, k ∈ {u, d} refers to the upper and lower arms of the
same phase leg, and i ∈ {1, 2, . . . , N} represents the number of submodules located in one arm.

As described in Reference [14], the output voltage of submodule ujki consists of three parts: the AC
grid component uACjki, the DC circulating component uDCjki, and the AC circulating component uXjki.
Since most of the second harmonic current flows through the batteries, the second harmonic circulating
current can be neglected in this system [19]. The AC components of the submodules output voltage
(including uACjki and uXjki) in the same arm have the same phase angle. To keep the symmetrical
system, the total upper arm voltage and the total lower arm voltage should be presented as follows:

uju = ∑N
i=1 ujui = uDCj + uXj − uACj

ujd = ∑N
i=1 ujdi = uDCj + uXj + uACj

(1)

where uACj is the drive voltage of the AC current iACj. uDCj is the DC drive voltage of the DC circulating
current iDCj and uDCj ≈ UDC/2 when Ra is small enough. uXj is the drive voltage corresponding to the
AC circulating current iXj. The arm currents ijk are composed of these three components accordingly:

iju = iDCj + iXj +
iACj

2

ijd = iDCj + iXj −
iACj

2

(2)

iDCj and iXj compose the circulating current iZj, which is a common component in both the upper
and lower arms:

iZj =
iju + ijd

2
= iDCj + iXj (3)

After applying the KVL method to the system in Figure 1, the following relationships are found:

La
diXj

dt
+ iXjRa = −uXj

2iDCjRa = UDC − 2uDCj(
La

2
+ Lg

)diACj

dt
+

Ra

2
iACj = ugj − uACj

(4)
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Assuming that all submodules in the same arm can be regard as a single module, then the total
output active power is equal to the total arm battery power. By multiplying the voltage components in
Equation (1) and current components in Equation (2) one by one, all of the instantaneous active power
and reactive powers can be found. Only the average active power is studied in this paper and the total
arm battery power of the upper and lower arms, PBju and PBjd, result in the following equations:

pBju = − iDCjUDC

2
− îgjûACj

2
cos θ +

⎛⎜⎝ îXjûACj

2
cos φ1 +

ˆ
igj

ˆ
uXj

2
cos φ2

⎞⎟⎠
pBjd = − iDCjUDC

2
− îgjûACj

2
cos θ −

(
îXjûACj

2
cos φ1 +

îgjûXj

2
cos φ2

) (5)

where θ and ϕ2 are the phase angles of IACj, corresponding to UACj and UXj, respectively. ϕ1 is the
phase angle of IXj and UACj. The third term in Equation (5) is the AC circulating power yielded by the
AC circulating current IXj and voltage UXj. Though IXj is usually considered the current generating
power loss, it is employed to shift power between arms in the same phase.

The expressions of the battery pack power of each submodule in the upper and lower arms, PBjui
and PBjdi, are similar to Equation (5). This results in the following relationships:

PBjui = −IDCjUDCjui −
îgjûACjui

2
cos θ +

(
îXjûACjui

2
cos φ1 +

îgjûXjui

2
cos φ2

)

PBjdi = −IDCjUDCjdi −
îgjûACjdi

2
cos θ −

(
îXjûACjdi

2
cos φ1 +

îgjûXjdi

2
cos φ2

) (6)

Comparing Equation (5) with Equation (6), it is clear that when the magnitude of the three voltage
components of Ujki is proportional to the corresponding components of the total arm output voltage
Ujk with the factor ki, the battery power PBjki is also proportional to the total arm battery power PBjk
with ki. Thus, the battery power of each submodule in an arm can be distributed by adjusting the
output voltage ratio ki.

Based on Equation (5), the total leg battery power is derived from the following:

pBj = pBju + pBjd = −pDCj − pgj = −iDCjUDC − îgjûACj cos θ (7)

To keep the grid currents balanced, each grid power PACj is made equal. Therefore, PBj can be
changed by managing the DC circulating current IDCj. The power transfer between the upper and
lower arm batteries can be controlled by modifying the AC circulating current IXj and the individual
battery power in the same arm can be controlled by adjusting the output voltage ratio ki. In this way,
the individual power control of each battery pack can be achieved.

3. SOC Balancing Control Strategy

During the operation of the BESS, the SOCs of the battery packs will gradually become unequal,
which will decrease the capacity utilization efficiency of the batteries. Thus, SOC balancing control is
essential. The definition of the SOC is given by the following equation:

fSOC =
Storaged charges
Nominal capacity

× 100% (8)

The SOC of each cell is estimated by the following equation:

fSOC(t) = fSOC(t0)
+

1
3600EB

∫ t

t0

pB(t)dt (9)
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where EB is the battery nominal energy and pB(t) is the instantaneous battery power. EB can be gained
by multiplying battery voltage uB and its capacity.

As shown in Equation (9), dynamic SOC is a first-order process with integral behavior and the
changing rate is directly related to the battery power pB(t). Combining the previous power flow
analysis, this paper proposes a three-level SOC balancing control strategy, including the phase legs
SOC balancing control, upper and lower arms SOC balancing control, and individual submodules SOC
balancing control. Define SOCjk as the mean SOC value of all the battery submodules in the same arm;
SOCj as the average value of all battery packs’ SOC in the same phase leg and SOCabc as the average
SOC for each phase leg. Besides, since the battery capacity inconsistency goes higher, adjusting power
based on the battery capacity proportion of three-phase legs, capacity deviation between upper and
lower’s arm and capacity coefficient of submodule will directly balance the energy of all battery, thus
improving the utilization of second-life batteries.

3.1. Phase-Leg Balancing

Influenced by different operation modes, the total battery power demand P∗
B is determined by the

DC-link power P∗
DC and the AC grid power P∗

AC. The relationship between these three power demands
is as follows:

P∗
B = −P∗

AC − P∗
DC (10)

P∗
B is distributed to all battery packs. The basic power demand of each battery pack PBav is given

by the following equation:

PBav =
P∗

B
nSM

(11)

where nSM is the number of the submodules in the system (6N in the normal operation).
The total power reference of the phase leg P∗

Bj, as shown in Figure 3, is obtained by combining the

difference regulated by proportional controller of the average of phase leg SOCabc and the average of
all battery packs’ SOC in the same phase leg SOCj with the adjustment power based on capacity.

Figure 3. The phase-leg SOC balancing controller.

p∗Bj = pphj + pΔj (12)

where pphj is the power regulations based on battery capacity proportion of three-phase legs

pphj =

N
∑

i=1
(Cjui + Cjdi)

1
3

N
∑

i=1
(CAui + CBui + CCui + CAdi + CBdi + CCdi)

2NPBav (13)

pΔj is generated via the P controller by

pΔj = Kph
(
SOCabc − SOCj

)
(14)
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According to reference power of each phase, DC circulating can be deduced,

i∗DCj =

(
−p∗Bj − P∗

AC/3
)

UDC
(15)

The circulating of each phase leg iZj can be obtained by adding upper arm current and lower arm
within the same phase leg, as shown in Figure 4. The DC circulating current iDCj of each leg is obtained
through a low-pass filter whose cut-off frequency is less than 50 Hz, and a PI controller is employed to
track iDCj, and achieving SOC balance of the phase leg.

Figure 4. Block diagram for circulating current control.

3.2. Upper and Lower Arm Balancing

As shown in Equation (5), the AC circulating current IXj can convert the power pΔarmjud between
the upper and lower arms. The deviation in the power reference is obtained through proportional
control for the SOC difference of the upper and lower arms and the different of power reference based
on arm capacity, as follows:

p∗Δarmjud = Karm

(
SOCju − SOCjd

)
+

1
2

(
parmju − parmjd

)
= pΔjud +

1
2

(
parmju − parmjd

)
(16)

The deviation between parmju and parmjd is power reference based on battery capacity deviation
between upper and lower’s arm, the power transfer from upper and lower arm based on capacity is
calculated as follow,

parmju − parmjd = (

N
∑

n=1
Cjui

1
2

N
∑

n=1
(Cjui + Cjdi)

−

N
∑

n=1
Cjdi

1
2

N
∑

n=1
(Cjui + Cjdi)

)NpBav (17)

To prevent from DC-grid current distortion caused by SOC balancing control, the three-phase
AC circulating currents should only be composed of positive and negative sequence components,
as shown in Figure 5. The calculating method is described in detail in [20], and the magnitude and
phase angle of the positive and negative sequence currents are derived from the given power to be
shifted between the upper and lower arms. As shown in the lower part in Figure 4, a proportional
resonant (PR) controller is employed to adjust IXj.

Figure 5. The upper and lower arms SOC balancing controller.
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Equations (14) and (16) show that the SOC balancing rate is determined by the proportional
coefficients Kph and Karm. However, the value of these coefficients has to be limited in case
of over-modulation.

3.3. Submodule Balancing

The objective of the former two SOC balancing control methods is to generate equal average SOC
of each arm. The SOC balancing of the submodules within an arm is implemented by adjusting the
given power of each submodule p∗Bjki is shown in Figure 6, as follows:

Figure 6. The individual submodule SOC balancing controller.

The variable Sarm is the power regulating direction. Since battery packs within an arm have the
same current direction, the value of Sarm is −1 when the total arm battery power p∗Bjki is less than zero.
Namely, the batteries are in charge and the value of Sarm turns to 1 when p∗Bjki is greater than zero.

p∗Bjki = Psmjki + pΔjki (18)

where pΔjki is generated by a proportional controller as follows:

pΔjki = SarmKsm

(
SOCjk − SOCjki

)
(19)

psmjkii is power regulations based on battery capacity coefficient of submodule within the
same arm.

psmji =
Cjui

1
N

N
∑

n=1
Cjui

NpBav (20)

By multiplying ki with the arm voltage reference u∗
jk, the total arm active power of each submodule

can be obtained.
The power ratio factor ki is calculated as

ki =
p∗Bjki

∑N
i=1 p∗Bjki

(21)

Similarly, the coefficients need to be limited for avoiding over-modulation. Ignoring the voltage
drop in the arm inductors and grid inductors, the limitation of ki can be written as

Ksm ≤
(

UBnor
mUBmin

− Cmax
Cavr

)
PBav

ΔSOCmax
(22)

where ΔSOCmax is the maximal SOC difference among the SOCs of the battery packs and the
corresponding average arm SOC, uBmin is the minimum battery pack voltage. m is rated modulation
ratio, Cavr and Cmax is average capacity and maximum capacity within an arm.

In this paper, the direct current control based on the dq axis is employed to control the AC grid’s
current. The general control structure of the MMC-BESS is shown in Figure 7.
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Figure 7. The general control structure of the MMC-BESS.

4. Simulation Results

To demonstrate the feasibility of the proposed SOC balancing control strategy under both normal
operation and fault-tolerant operation, a simulation model based on the topology shown in Figure 1 was
built in MATLAB/Simulink. Table 1 summarizes the parameters of the simulation model. The initial
SOC values of the 24 battery modules are randomly set from 80.0% to 83.0%, and various capacity is
preset as listed in Table 2.

Table 1. The parameters of the simulation system.

Item Value

Output voltage (phase, peak) ûg 311 V
DC-link voltage uDC 750 V
Arm inductance L 1 mH

Submodules in one arm N 4
Equivalent series resistance R 0.1 Ω

Grid inductance Lg 1.5 mH
Submodule capacitance C0 2200 μF
Nominal battery voltage uB 250 V
Nominal battery capacity CB 10 Ah

Switching Frequency fw 5000 Hz

Table 2. The initial SOCs and capacity of the 24 battery modules.

Phase Arm
Submodules SOC and Capacity(Ah) Mean

SOC/Capacity(Ah)
Mean

SOC/Capacity(Ah)
1 2 3 4

a u 80.7%/8 80.3%/8 82.9%/8 81.4%/8 81.325%/8
80.975%/8d 80.1%/8 81.2%/8 80.7%/8 80.5%/8 80.625%/8

b
u 82.7%/10 80.0%/11 80.2%/13 81.6%/14 81.125%/12

81.388%/10d 80.8%/8 81.2%/8 82.6%/8 82.0%/8 81.65%/8

c u 81.8%/10 83.0%/10 82.2%/10 81.9%/10 82.225%/10
81.763%/12d 81.8%/14 81.1%/14 80.8%/14 81.5%/14 81.3%/14

First of all, only three-level SOC balance is implemented, the DC link absorbs energy from the
system and its reference power is kept at −37.5 kW. The AC grid conveys 93.3 kW to the system for
240 s. So, the battery is charged during this time. Then, adding the power regulation based on capacity
proportion in the second time simulation, to verify the method proposed in this paper. The power
configuration is the same as the first time. Finally, changing the AC power from 93.3 kW to −64.65 kW
to test the strategy when the batteries are discharged.
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Figures 8 and 9 reveal that the control strategy proposed in the paper have less influence on
the AC output current and DC-link current. The global and local zoomed-in waveforms of the
circulating currents are illustrated in Figure 10. It shows that the SOC balancing control generates a
large circulating current at the begin of simulation for both 3-level SOC balance control and power
adjustment based on capacity is working, then the circulating decrease gradually, finally it become
stable. At the end of simulation, power adjustment based on capacity play great role in the circulating
and adjustment from 3-level SOC balance control is little.

Figure 8. The AC grid output currents.

Figure 9. The DC-link current.
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Figure 10. The circulating currents of the three-phase legs.

Figure 11 illustrates the simulation results of the 3-level SOC balancing control without power
adjustment in charge mode. Figure 12 illustrates the simulation results of the 3-level SOC balancing
control combined with power adjustment based on capacity in charge mode. Figure 13 reveals the
simulation results of the 3-level SOC balancing control combined with power adjustment based on
capacity in discharge mode.

In Figure 11, only the three-level SOC balance control strategy is implemented. The Figure 11a
shows that the SOC of all battery almost converge at last, however, the convergence is poor for the
batteries with various capacity. The maximum SOC difference of all battery reduce to 0.6%. Besides,
in Figure 11b, the SOC difference of three-phase leg reduced from 0.45% to 0.2%. It is more obvious
that the capacity has influence the SOC balance. In Figure 11c,d, the SOC difference of upper and lower
arm is less than 0.001% in phase A with same capacity, but it is 0.4% in phase B with various capacity.

In Figure 12, power adjustment based on capacity is added to the simulation and the convergence
of SOC gets better contrast with Figure 11. The maximum different SOC of all battery becomes
0.1% at last, and the different SOC of the three-phase leg is reduced to less than 0.01% in Figure 12b.
The deviation of upper and lower arm has decreased to 0.05% in Figure 12d. The maximum SOC
difference in the upper arm of phase B has also reduced, which is 0.05% less than 0.18% showed in
Figure 11f. The obvious contrast of Figures 11 and 12 reveal that the three-level SOC balance control
combine with power regulation related to capacity can balance the batteries with different capacity.
Finally, the three-level SOC balancing and power adjustment based on capacity in discharge mode is
simulated in Figure 13.
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Figure 11. Three-level SOC balancing without power adjustment in charge mode. (a) The SOC of all
24 battery modules. (b) The SOC balancing among the three phase legs. (c) The SOC of upper and
lower arm within phase A. (d) The SOC of upper and lower arm within phase B. (e) Submodule SOC
of upper arm in phase A. (f) Submodule SOC of upper arm in phase B.

Figure 12. Cont.
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Figure 12. Three-level SOC balancing with power adjustment based on capacity in charge mode.
(a) The SOC of all 24 battery modules. (b) The SOC balancing among the three phase legs. (c) The SOC
of upper and lower arm in phase A. (d) The SOC of upper and lower arm in phase B. (e) Submodule
SOC of upper arm in phase A. (f) Submodule SOC of upper arm in phase B.

Figure 13. Three-level SOC balancing and power adjustment based on capacity in discharge mode.

5. Experimental Results

To verify the effectiveness of the proposed control strategy, a prototype was built in the lab as
shown in Figure 14. The parameters of the experimental system are shown in Table 3. Due to the large
number of submodules, a digital signal processor (DSP) and a field-programmable gate array (FPGA)
are employed in this prototype. Since the foundation of the SOC balancing control strategy is the
individual battery power control, this paper firstly validates the feasibility of the internal power flow
control, then verifies the three-level SOC balance control strategy of MMC-BESS.

Figure 14. The prototype system.
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Table 3. The parameters of the experimental system.

Item Value

Output voltage (phase, peak) ûg 65 V
DC-link voltage uDC 180 V
Arm inductance L 1 mH
Grid inductance Lg 0.6 mH

Submodule capacitance C0 2200 μF
Nominal battery voltage uB 45 V

Switching Frequency fw 5000 Hz
Battery Pack Capacity 6 AH

Battery Type ternary lithium battery
Battery Pack Grouping Method 12 series 2 parallel

Rated Battery Pack Voltage 44 V

Figures 15 and 16 show the waveforms of the grid current and the DC-link voltage and current.
Figure 17 shows the output voltages of the converter, which has nine levels. Figure 18 illustrates the
currents of the 9 battery submodules (au, ad, bu, bd, cu1, cu2, cu3, cu4, and cd). The average value of
the battery current is analyzed by the scope and marked on the image. It can be seen that the average
current of the battery submodules in phase a, b, and c decrease in turn and that the average current
of the upper arm is greater than the lower arm in phase b. Meanwhile, the battery currents of the
submodules within the upper arm of phase c decrease with an equal difference.

Figure 15. The experiment result of the AC output current.

Figure 16. The waveforms of the DC-link voltage and current.
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Figure 17. The waveforms of the converter output voltages.

Figure 18. The currents of the battery modules.

Figure 19 illustrates the waveforms of three-phase circulating currents, which contain the DC
and AC circulating components. These waveforms are measured at the same time in Figure 17.
By comparing the phase angle of the converter output voltages and circulating currents of each phase,
90◦ and −90◦ is discovered in phase A and phase C, respectively. In this case, the AC circulating
currents do not transfer power between the arms within the same phase leg. However, the circulating
current in phase B has the opposite phase angle compared with the converter output voltage and thus,
the circulating current transfers substantial active power from the lower arm to the upper arm of phase
B. Since the total battery power reference of each phase leg has decreased from phase A to phase C,
the DC components of the circulating currents decrease correspondingly.

Figure 19. The waveforms of the three-phase circulating currents.
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If the power of the DC link is greater than the AC side, the batteries will be charged, and vice
versa. Since each battery module has an individual reference power, the total battery reference power
of each phase and each arm will be different.

Figure 20 shows the experimental results of the SOC balancing control of the three-level
MMC-BESS. Owing to the limitation of experimental conditions, the battery module capacity is
basically the same, the results under various batteries capacities has been verified in the previous
simulation. Figure 20a shows the SOC of all the battery modules in the system. The SOC difference of
the battery decreases from 15.64% (at the beginning state) to 1.67% (after 40 min), which verifies the
effectiveness of the proposed balancing strategy. Figure 20b,c represent the trend of the three-phase
SOC and the bridge arm SOC, respectively. In a certain period, the three-phase and bridge arm SOC
also tend to be consistent. The Coulomb integral method was used in this strategy for SOC estimation
due to some inevitable error existing in the current sampling. However, there is still a little deviation
in the SOC estimation, which will affect the SOC convergence results at the end of the equilibrium
process. However, this experiment generally conforms to the theoretical expectation and verifies the
correctness of the theory.

Figure 20. The experimental results of the three-level SOC balancing. (a) The SOC balancing of each
module. (b) The interphase SOC balancing. (c) The intra-phase SOC balancing. (d) The SOC balancing
of the upper arm of phase B. (e) The SOC balancing of the lower arm of phase B.

6. Conclusions

This paper focuses on the second-life battery used in MMC-BESS, and presents the shortcomings
of both SOC and capacity inconsistency. The internal power flow in the AC grid, battery and DC
link is analyzed. The results show that the fundamental component of both DC and AC circulating
current can be used to adjust the total battery power of phase legs and arms respectively, and the
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power of submodules can be changed by adjusting the submodule output voltage. Based on the
above-mentioned results, a three-level SOC balance control strategy is proposed: adjusting the power
related to the capacity ratio of three-phase leg; considering the difference of the upper and lower
leg’s capacity, and the proportional capacity of the submodule collaborating on closed-loop control
of the SOC to balance the SOC of MMC-BESS. Eventually, the batteries’ SOC balance in MMC-BESS
is achieved. Finally, the effectiveness and feasibility of the proposed methods are verified by results
obtained from simulations and the experimental platform.
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