In recent years, a growing number of scholars in Educational Researcher and other outlets have highlighted the failure of researchers to replicate the causal effects of educational interventions in real-world contexts (Bryk, 2015; Gilbert et al., 2016; Ginsburg & Smith, 2016; Lareau, 2009; Lewis, 2015). Strictly speaking, replication refers to the “ability of a researcher to duplicate the results of a prior study if the same procedures are followed but new data are collected” (Bollen et al., 2015, p. 5). Direct replications that duplicate the methods of an original study are both rare and difficult to implement in the education sciences because the district, school, and classroom context for experimentation changes over time (Makel & Plucker, 2014; Nosek et al., 2015; Van Bavel et al., 2016). As a result, the methods and participants in a replication study are inevitably different from those in an original study in applied fields like education. In many ways, however, replication failure is a normal feature of science, and null results can contain useful information for improving the conduct of experiments.

Although there are numerous books, articles, and reports on conducting rigorous experimental and quasi-experimental studies in education (Angrist & Pischke, 2009; Bloom, 2005; Campbell & Stanley, 1963; Murnane & Willett, 2011; Schochet et al., 2014), few texts contribute to an understanding of factors related to a successful or failed replication. I contend that one of the key factors to replication success or failure revolves around the role of intervention contexts. In fact, replication failure affords a unique opportunity for identifying contextual factors that influence the conduct of an experimental study.

My goal in this article is to focus on contextual factors that potentially interact with the fidelity of program implementation or the intervention program theory of change, to the success or detriment of student outcomes. Consequently, I address two specific and related questions. First, why is replication failure so common when a previously validated educational intervention is implemented under typical practice conditions? Second, what lessons can be learned from replication failure?

My approach to studying the role of context in replication failure and success is to focus on examples from literacy. Experimental (and quasi-experimental) research designs have played a particularly prominent role in evaluating the impact of several large-scale literacy interventions (Borman et al., 2007; Gamse et al., 2008; May et al., 2013; Quint et al., 2015) and research-based interventions supported by reform networks such as Reading for Understanding (Douglas & Albro, 2014). As a result, the field of literacy provides several programs of intervention research that have progressed from the development of an
innovation, to a tightly controlled efficacy trial, to a real-world effectiveness trial.

In this article, I also focus on the challenge of replicating results from an original efficacy trial in a later effectiveness trial. Essentially, the challenge for replicators is to maintain strong internal validity while enhancing the external validity of an experiment. An efficacy trial (Shavelson & Towne, 2002; Slavin, 2008) is a randomized controlled trial (RCT) that tests a novel intervention under favorable implementation conditions and aims to enhance internal validity. As a result, researchers usually exercise greater control in selecting program sites and participants, training highly skilled interventionists, and monitoring the quality of program implementation. In an effectiveness trial (Flay, 1986; McDonald et al., 2006; Starfield, 1977), researchers aim to follow-up on an efficacy trial by replicating the experimental design and program activities in contexts that reflect “the everyday practice occurring in classrooms, schools, and districts” (U.S. Department of Education, 2015, p. 45). In an effectiveness trial, researchers must shift the burden of implementation to frontline actors (e.g., superintendents, principals, practitioners) in a broader and more heterogeneous sample. As a result, researchers must delegate more control for delivering programs and practices to educators in a variety of district and school contexts and seek to understand the contextual factors that moderate program implementation and effectiveness (Francis, 2008).

In the following sections, I begin by describing the prevalence of null results in efficacy and effectiveness trials. Next, I use examples from effectiveness trials of previously validated literacy interventions to show how replication failure can surface hidden contextual moderators that affected program implementation and student outcomes. The discussion highlights lessons for improving the conduct of experiments and broader research implications.

Why Is Replication Failure Common in Effectiveness Research?

During the past 15 years, there has been a renaissance of experimentation in the education sciences. Before 2002, RCTs were a rare design in education, and numerous educational theorists raised philosophical and practical arguments against RCT designs (Mosteller & Boruch, 2002). Boruch et al. (2002) noted that the fiscal year 2000 budget for the U.S. Department of Education included only one RCT, representing less than 1% of program evaluations and studies (p. 58). Today, the quantity and quality of RCT designs testing a range of interventions has increased dramatically in the education sciences. The clear majority of these RCTs are efficacy trials in which trained interventionists implement program activities and the chief study aim is to protect a study from threats to internal validity. For example, a recent review found that 705 RCTs met What Works Clearinghouse standards without reservations—that is, studies with strong internal validity to infer cause-effect relations—and 295 (42%) of these studies have yielded positive impacts on one or more targeted student outcomes (Maynard, 2017).

Positive impacts in an efficacy trial, however, are often difficult to replicate in a follow-up effectiveness trial. During the transition from efficacy to effectiveness research, there is a shift in researchers’ roles as well as the contexts for experimentation—from a more controlled, lab-like setting to a larger number of diverse educational contexts. For example, the Coalition for Evidence-Based Policy (2013) reviewed 90 effectiveness trials that were designed to evaluate a previously validated educational intervention. Only 11 of 90 (12%) of these effectiveness trials—a substantially smaller percentage than in efficacy research—yielded positive effects on student outcomes. Replication failure in follow-up effectiveness studies is also common in medicine (Ioannidis, 2005).

Fundamentally, replication failure underscores the challenge of faithfully implementing an educational intervention and enacting a program theory of change in noisy contexts. In designing an effectiveness trial, researchers must overcome the challenge of getting complex interventions to work in noisy contexts where educators must respond to simultaneous and competing pressures (Bryk, 2015). In particular, larger urban school districts that participate in experimental research are already involved in myriad education reforms and research projects. For example, Stuart et al. (2017) found that districts participating in RCTs are larger and more urban and also enroll more economically disadvantaged students than nonparticipating schools from the broader inference population. Similarly, an effectiveness study of supplemental elementary reading programs revealed that participating districts had higher poverty levels and were larger and more urban than districts nationally (James-Burdumy et al., 2009). In recruiting districts for an effectiveness trial of reading (and math curricula), Tipton and colleagues (2016) reported that the main reason district leaders declined to participate was that “district resources were tied up with other changes, be they competing programs, new standards of requirements, or other administrative changes” (p. 217). These descriptive data suggest that the density of reform activity and experimentation is greatest in disadvantaged urban school districts and schools, leading to a proliferation of RCT studies of educational interventions designed to help low-performing schools and students improve (Murnane & Nelson, 2007).

What Lessons Can Be Learned From Replication Failure?

Throughout the conduct of an effectiveness trial, researchers must balance tensions between research design and operational reality in real-world district, school, and classroom contexts. Although researchers typically focus on establishing strong preconditions for setting up experimental study designs, Gueron (2002) has argued that thinking only about preconditions is misguided and shortsighted and that “the key to success lies in how you till the soil and do the hard work of planting and harvesting. You have to understand the context and clear away potential land mines” (p. 17). The broader implication is that researchers may need (a) to attend to relationships with educators across a school system in order to identify and remove systemic and unanticipated barriers to implementing an evidence-based intervention, (b) to collaborate with educators to learn for whom and in what contexts an intervention works best, and (c) to partner with practitioners to first implement an intervention with fidelity and then with structured adaptations.
Replication Failure Can Reveal Systemic Barriers to Program Implementation

Some district-level moderators of program effectiveness are visible—but others are not apparent to researchers at the beginning of a study. For example, “external validity bias” can arise when districts are drawn by convenience sampling and program effects systematically vary along (a) measured characteristics of districts—for example, the number of prior years of district experience with a reform or policy, urbanicity, size, and student performance (Bell et al., 2016; Gamse et al., 2008; Stuart et al., 2017)—or (b) the specificity and intensity of the program theory (M. J. Weiss et al., 2017). In addition, there are “hidden district moderators”—contextual differences between an earlier efficacy trial and later effectiveness trial—that may affect program implementation and effectiveness. For example, every RCT design requires a project home, a project lead and principal investigators, and a partnership between practitioners and researchers. As a result, the degree of shared agency, the extent to which research addresses practical problems, and the duration of the partnership can vary across the district contexts. The contextual supports can include district leaders’ political and normative support for research, the ongoing effort to align research aims with district priorities, and attention to building practitioners’ capacity to implement and sustain evidence-based interventions.

By design, effectiveness trials initiated by researchers target external validity but often fail to attend to systemic barriers to program implementation. To illustrate this point, it is useful to consider the replication failure of Collaborative Strategic Reading (CSR), an evidence-based program that combines strategy instruction with peer-led discussions about text in middle school subjects (Klingner et al., 1998). One systemic barrier is mobilizing district capacity, money, and time to ensure that professional development is sufficiently robust to reach acceptable levels of implementation fidelity. Although an early efficacy trial of CSR (Vaughn et al., 2011) produced positive impacts on a standardized test of reading comprehension (ES = .12) and suggested that “18 hours of professional development [was] an amount of time that most districts would consider feasible” (p. 958), a follow-up effectiveness trial of CSR failed to replicate these positive effects. Led by a consortium of research organizations involving the Regional Educational Laboratory Southwest, the Instructional Research Group, ICF International, and the American Institutes of Research, Hitchcock and colleagues (2011) describe researchers’ efforts to examine whether the effects of CSR on student outcomes generalized to a more diverse sample of districts. In contrast to the previous efficacy trial of CSR, teachers in the effectiveness trial received two days of professional development before the study and four coaching sessions, and research staff were not present in classrooms to provide ongoing feedback, modeling, and implementation support. Observational data revealed lower procedural fidelity than in the earlier efficacy trial. For example, only 21.6% of CSR teachers implemented all core components. Hitchcock and colleagues report statistically insignificant effects (ES = .05) on standardized reading comprehension outcomes, suggesting that future “research on CSR might focus on enhancing the fidelity of CSR implementation within classrooms” (Hitchcock et al., 2011, p. 49).

Classrooms, however, are nested in a broader school district context. As such, systems-level supports such as supportive district leadership, connections to networks of other schools and teachers involved in the reform, and greater alignment between the district and research policies may foster stronger implementation of new classroom practices (Coburn, 2003, p. 6).

A second effectiveness trial of CSR suggests that stronger systemic supports for program implementation are needed to improve student outcomes. In the second effectiveness trial of CSR, the project home was a school district—the Denver Public Schools—and a researcher and practitioner were co–principal investigators. Political support for the project and the RCT in Denver was fostered by university and district leaders who “broadcasted” a vision statement to “(a) improve reading achievement for ELLs [English language learners], students with LD [learning differences], and struggling readers; and (b) use a whole-school strategy to do so” (Klingner et al., 2013, p. 205). The final summative evaluation of CSR in the i3-funded randomized trial (Boardman et al., 2015) found a positive impact on students’ standardized reading comprehension scores that replicated results from an earlier efficacy trial (Vaughn et al., 2011) and higher levels of procedural fidelity than in the previous multidistrict effectiveness trial (Hitchcock et al., 2011). Although it is impossible to identify district factors that moderated program implementation in a single-district RCT, some systemic factors may have helped rather than hindered the conduct of the second effectiveness trial. For example, it seems likely that efforts to connect researcher and practitioner goals, to embed CSR into existing district professional development structures and plans, and to align CSR with existing district reforms helped to foster shared agency over project goals and stronger implementation of CSR practices across a whole system (Slavin, 2013).

The effectiveness trials of CSR motivate several questions—and potential lessons—to inform the conduct of future intervention research. For example, to what extent are researchers systematically attending to relationships among educators across whole systems, particularly when an intervention requires buy-in among systems leaders, principals, and teachers? To what extent do frontline actors—particularly school principals and classrooms teachers—perceive that the program was addressing a central problem of practice, was aligned with existing programs, and was likely to be sustained after the effectiveness trial? Are null effects more common in district contexts that are new to a program and where researchers are just starting to build systems-level support for an innovation and its implementation? The point of asking these questions is that there are likely to be many systemic barriers to program implementation that are not apparent to researchers at the beginning of a study. As a result, researchers may need to continually engage stakeholders across a school district to remove new barriers to program implementation.

Existing research suggests that both researchers’ and practitioners’ motivation and ability to overcome systems-level barriers to program implementation may affect project outcomes. For example, in a multidistrict effectiveness trial of KPALS, a class-wide peer tutoring program that supplements core literacy
instruction, researchers found evidence of larger effects in the original Tennessee district where KPALS was developed and smaller effects in the new Texas district. McMaster and Fuchs (2011) hypothesized that heterogeneity in effects across districts “may be attributed to the fact that Tennessee had the most KPALS experience and resources” and “many teachers in the Texas site were not able to complete the full dose of KPALS lessons due to competing district demands, such as testing that infringed upon instructional time” (McMaster & Fuchs, 2011).

In other words, the failure to replicate the positive effects of previously validated literacy interventions in new contexts suggests that researchers may need to foster structured partnerships with district leaders to evaluate innovations and their implementations in noisy district contexts (Snow, 2015).

### Replication Failure Can Highlight for Whom and in What Contexts a Program Theory of Change Works Best

With the rise of prominent schoolwide programs designed to improve outcomes for at-risk students (Berends et al., 2002; Cook et al., 1999; Cook et al., 2000; Quint et al., 2015), the education landscape is now replete with cluster randomized trials—experiments that assign whole schools to treatment and control conditions. In designing such trials, program developers and researchers must articulate a program theory of change that describes the causal levers that are likely to improve targeted student outcomes (C. H. Weiss, 1998). Although the program context frequently affects the implementation and effectiveness of an educational intervention (M. J. Weiss et al., 2013), context is often overlooked in the development of a program theory of change. For example, the W. K. Kellogg Foundation (2004) describes five components for developing a program theory of change (factors, activities, outputs, outcomes, impacts), but context is seen as one of many unknown “other factors” that influences program effectiveness.

In part, program effectiveness depends on the ability of school principals and teachers to translate a theory of change into typical practice conditions. The school organizational context can interact with a program theory of change because most, if not all, comprehensive schoolwide programs depend on the skill and will of school staff to coordinate program activities. Because staff readiness to implement complex school reforms matters, program developers and researchers frequently aim to measure staff readiness and sometimes target programs in schools with higher levels of readiness. Proxies for staff readiness might include secret ballots designed to measure whether the majority of school staff want to implement a reform (Borman et al., 2007; Cook et al., 1999), program-specific screeners measures assessing the school organizational context (West et al., 2016), or more general measures of school context such as teachers’ working conditions and the quality of teacher relationships (Kraft & Papay, 2014; McCormick et al., 2015).

A series of studies of Success for All (SFA) illustrates how replication failure can surface hidden moderators of the program theory of change and highlight for whom and in what contexts a program works best. For example, the SFA theory of change emphasizes early, intensive, high-quality, and ecologically pervasive intervention as a mechanism for preventing reading failure among low-income children in urban districts and schools (Ramey & Ramey, 1998). Early efficacy studies and follow-up effectiveness trials (Borman & Hewes, 2002; Borman et al., 2007) validated the program theory of change. The results of these trials suggested that SFA could improve children’s foundational early literacy skills if the broader school context were reorganized to facilitate the implementation of detailed lesson plans in reading, cooperative learning activities, cross-grade ability grouping, supplemental small group and one-to-one tutoring, and data-driven instructional decisions. To support school staff readiness to coordinate these instructional strategies, teachers receive 3 days of intensive training at the beginning of the first school year. Follow-up services over the first year of implementation consist of 16 days of on-site support provided by Success for All program staff as well as quarterly monitoring of student progress data. After the first year, approximately 15 days of additional training are provided each year. (Borman et al., 2007, p. 704)

SFA’s intensive and sustained implementation plan is designed to facilitate the expansion of the program theory of change with integrity and to replicate success with new cohorts of schools. In a multistudied effectiveness trial, SFA demonstrated positive effects on early literacy outcomes for children who participated in the intervention from kindergarten to Grade 2 (Borman et al., 2007).

As part of the 21st Century Community Learning Center program, the SFA program theory was adapted for after-school programs serving older students (Black et al., 2009). When SFA was implemented in after-school learning centers with older students in Grades 2 to 5, the program impacts on student outcomes did not replicate the results of the school year model. As SFA was implemented in an entirely new context, the SFA implementation theory became more complex; there were several new challenges in delivering the program in after-school settings. These challenges included the need to align after-school with school-year curricula and to enhance both students’ and teachers’ motivation to participate in the program at the end of the school day. Put simply, the replication failure suggested that the SFA program theory did not work in after-school contexts and with older students. Given the null results of the effectiveness trial of SFA in after-school programs, Black et al. (2015) note that the program developers “decided after this study to leave the field of afterschool instruction and instead focus on improving reading achievement through school day reading instruction” (p. 2).

The replication failure of SFA surfaced a potentially important hidden moderator—the time of day when the program is delivered—that was not obvious at the beginning of the study. In other words, the after-school context was missing several enabling conditions—for example, strong principal and teacher support, cross-grade grouping in reading, and schoolwide ownership for the program. These contextual supports fostered the coordination and implementation of SFA program activities during the regular school day, particularly in early grade literacy instruction. In other words, the replication failure of SFA
suggestions that comprehensive schoolwide programs may not work well in after-school contexts that have a fundamentally different organizational structure from the regular school day. Researchers and program developers, then, must grapple with questions like the following: (a) To what extent can program developers successfully adapt programs for entirely new contexts? (b) How can effectiveness trials be designed to understand whether evidence-based interventions are context-bound—that is, effective only in specific contexts and for specific subgroups of students?

Shedding light on these questions will depend on strategically replicating studies of the same intervention over time and in different contexts. For example, the Building Educated Leaders for Life (BELL) intervention is a 5-week, full-day summer program focused on improving students’ academic and leadership skills, and it produced positive effects on reading when implemented with elementary grade students (Chaplin & Capizzano, 2006). An effectiveness trial involving middle school students in Grades 6 to 8 failed to replicate these positive effects in reading (Somers et al., 2015). Although there are differences between the elementary and middle school evaluation of BELL, Somers and colleagues speculated that “BELL’s model may not have been engaging enough to keep middle school students engaged” with the program activities (Somers et al., 2015, p. 5).

The replication failure of SFA and BELL suggest that researchers and program developers cannot simply adapt program activities for new contexts and for new subgroups of students and expect to replicate positive impacts on student outcomes. Instead, researchers and practitioners may need to learn for whom and in what contexts an evidence-based intervention is most effective—and least effective. Lessons from replication success and failure might then inform the design of effectiveness trials in a more narrowly and precisely defined target population of students and school contexts.

Replication Failure Suggests the Value of a Fidelity First and Adaptation Second Approach to Program Implementation

A replication failure can highlight the need for teachers to first learn how to implement evidence-based practices with fidelity and to then make structured adaptations to help make programs work better for their students and their specific contexts. A hidden moderator of program effectiveness may be the extent to which teachers enact “structured adaptations”—that is, the extent to which teachers receive guidance on how to make acceptable program adaptations that enhance rather than undermine program implementation and effectiveness (Frank et al., 2011; Quinn & Kim, 2017).

A series of experimental studies of Reading Enhances Achievement During Summer (READS), a low-cost and large-scale summer reading intervention for elementary grade students, suggests the importance of a fidelity first and adaptation second approach to program implementation. Two early efficacy trials of READS provided evidence of positive impacts on students’ reading comprehension outcomes (Kim, 2006; Kim & White, 2008), but these results were not replicated in follow-up effectiveness trials (Kim & Guryan, 2010; White et al., 2014). The replication failure of READS provided useful information for designing future studies. To test the impact of the program when fidelity of implementation was emphasized, the project team (Kim et al., 2016) conducted a Year 1 effectiveness trial in 59 schools that revealed a positive main effect on a delayed measure of reading comprehension (ES = .04) and larger effects in high-poverty schools (ES = .05) than moderate-poverty schools (ES = .01). In the Year 2 study, 27 high-poverty schools were randomly assigned to a program implementation that emphasized (a) faithfully replicating procedures that worked in the Year 1 effectiveness trial or (b) making structured teacher adaptations (Kim et al., 2017). In the latter condition, teachers participated in grade-level meetings throughout the school year, completed a series of online modules designed to deepen their understanding of the research-based principles underlying READS, and were given the flexibility to make adaptations aligned with those principles. The results indicated that students taught by teachers in the structured adaptations condition enjoyed a significant advantage in reading comprehension (ES = .12) relative to the control condition emphasizing fidelity of program implementation.

The effectiveness trials of READS suggest that practitioners must first learn what works on average and then learn how to make programs work better in their specific contexts. As noted by Easton (2012), the challenge is “understanding how to apply research findings in new situations” given enormous variability in “context, needs, and capacity across different learning environments” (p. 20). Thus, the important question for intervention researchers is this: Can a customized approach to program adaptations help teachers use research knowledge and their local knowledge to make programs work better for their students? At minimum, the multiyear effectiveness trials of READS suggest the feasibility of testing a “scaffolded sequence of program implementation” (Quinn & Kim, 2017, p. 1194) in which teachers first learn how to implement programs with fidelity before making structured adaptations tailored for their local contexts. Consistent with this idea, McMaster and colleagues (2014) report the results of a 2nd-year study of KPALS in which teachers chose (a) to continue implementing KPALS “by-the-book” as prescribed by researchers or (b) to “customize PALS” by adapting noncore program activities to meet the needs of their particular students and contexts (McMaster et al., 2014). Students taught by “customized PALS” teachers outperformed “by-the-book KPALS” students by .25 to .60 standard deviations across reading measures (Lemons et al., 2014). The multiyear effectiveness trials of READS and KPALS suggest that an emphasis on fidelity in the 1st year of program implementation and then structured teacher adaptations in a 2nd year of program implementation may enhance program effectiveness.

Conclusion

There is growing evidence that null effects on targeted student outcomes are most common in follow-up effectiveness trials of previously validated interventions (Coalition for Evidence-Based Policy, 2013; Ioannidis, 2005). In many ways, however, the ubiquitous challenge of bridging the divide between a controlled efficacy trial and a real-world effectiveness trial compels scholars to rethink the role of practitioners in experimental research. Viewing district administrators, school leaders, and classroom teachers as
true collaborators rather than mere study participants might encourage researchers (a) to form structured partnerships with district leaders to overcome systemic barriers to implementing an evidence-based intervention with fidelity across a large numbers of schools and classrooms, (b) to collaborate with principals and teachers to understand for whom and in what contexts an educational intervention is most effective, and (c) to work with practitioners to first implement an intervention with fidelity and then with structured adaptations. In closing, this article elaborates on each of these lessons for improving the conduct of experiments and highlights broader research implications.

First, replication failure can surface hidden moderators that are not apparent to researchers and thus help generate a priori hypotheses to test using a variety of research methods. The chief lesson from the CSR effectiveness trial is not that replication success depends on housing projects in school districts, recruiting more practitioners to serve as principal investigators of research studies, or cultivating long-term partnerships that address practical educational problems. Rather, replication failure can generate new hypotheses and questions about district-level moderating variables that could be explored more systematically in future research. Currently, for example, little is known about the relationship between the nature of the research-practice partnership and project outcomes. Coburn and Penuel (2016) have suggested more “comparative studies that investigate how RPPs [research-practice partnerships] of different designs interact with their contexts to impact various outcomes of interest” (pp. 51–52). Comparative case studies of interventions that are tested in diverse district contexts might detail the level of commitment across a school system that is needed to implement an experimental design and an intervention with fidelity and quality. In addition to case study research, it is clear that research syntheses are needed to improve the statistical power to detect district- and school-level moderators of program outcomes. For example, a recent meta-analysis of 100 replication studies in social psychology found that macro-level contextual factors like time, location, and culture affected replication success (Van Bavel et al. 2016). A similar design could be used to examine whether both visible and hidden district-level moderator variables—for example, the size, urbanicity, and student demographic characteristics as well as the nature and duration of the partnership between researchers and district leaders—affect the replicability of experimental findings in the education sciences (Stuart et al., 2017; Tipton et al., 2016).

Second, replication failure can also surface hidden moderators that can interact with a program theory of change and thus help to improve the match between an educational intervention and the broader school context. The replication failure of SFA in after-school contexts surfaced a hidden moderator—the time of day when program activities are delivered to children—that was not obvious to program developers and researchers. Yet it also sharpened the program theory of change by highlighting for whom and in what contexts SFA is most effective. For example, recent replication failures and successes of SFA (Black et al., 2009; Hanselman & Borman, 2013; Quint et al., 2015) suggest that the schoolwide program may work best in urban district and school contexts, when core literacy activities are implemented longitudinally from kindergarten to second grade for students at risk of later school failure and when school organizational supports are in place to coordinate program activities across grades and among teachers. A precise answer to the question—What works, for whom, and under what conditions?—provides useful guidance for policymakers and practitioners seeking to cost-effectively target scarce resources and maximize impacts on student outcomes.

Finally, replication failure highlights the need to strike the right balance between fidelity and adaptation and for stronger research designs that establish causal links between the quality of program implementation and student outcomes. Although fidelity and adaptation inevitably co-occur during any program implementation, teachers ultimately choose the extent to which they adhere to researcher-developed program procedures or adapt them, making it difficult for researchers to infer whether and to what extent the quality of implementation caused student outcomes to improve. At minimum, future research designs might test whether multiyear interventions that enable teachers to adhere to the core program components and then adapt noncore components can improve program implementation and student outcomes. In real-world contexts where teachers must implement and integrate evidence-based programs and practices into typical practice without special implementation supports from researchers, teachers must have a deep understanding of foundational principles to make “productive adaptations” (McLaughlin & Mitra, 2001) and the agility to adapt noncore program components for their local contexts.

More broadly, multiyear effectiveness trials might help researchers transcend and reconcile tensions between experimental and improvement science paradigms (Lewis, 2015) and the fidelity-adaptation debate (Dane & Schneider, 1998). That is, strategic replications that are designed to test the causal effects of a fidelity-focused program implementation first and then structured adaptations second may indicate that teachers and schools need more time to learn. In other words, they may need more time to learn how to faithfully implement evidence-based interventions that worked “on average” then and there and enact structured adaptations to make the intervention work better here and now.

A Strategic and Principled Approach to Replication

The increasing number of null results in effectiveness trials of previously validated education interventions has fueled the perception that the cost of doing RCTs outweighs the benefits (Berwick, 2008; Bryk, 2015; Lareau, 2009) and that science is in the midst of a replication crisis (Fiske et al., 2016). This article concludes with a more optimistic message: Replication failure should be viewed as an unusually rich opportunity to learn how to improve intervention research and to explore new questions and hypotheses.

Ultimately, a strategic and principled approach to replication requires a long-term view of science. Focusing on a single topic or question long term affords scientists opportunities to conduct replications of important findings and to determine whether
novel findings are an anomaly or robust across different contexts and under different implementation conditions. To build usable knowledge, researchers, program developers, and practitioners will need to work together to identify and remove systemic and unanticipated barriers to the conduct of experiments and program implementation in noisy district contexts, to recognize that a program theory of change must reveal for whom and in what contexts evidence-based interventions work best, and to design multiyear experiments that test whether a fidelity first and structured adaptations second approach to program implementation can enhance student outcomes. Ideally, replication failure should inspire the scientific community to make every study count by illuminating what works, for whom, and in what contexts.
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